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Abstract. LetG be a transitive permutation group on a finite set with solvable point stabiliser.
In 2010, Vdovin conjectured that the base size of G is at most 5. Burness proved this conjecture
for primitive G. The problem was reduced by Vdovin in 2012 to the case when G is an almost
simple group, and reduced to groups of Lie type by Baykalov and Burness. This is the second
paper of the series devoted to the study of Vodvin’s conjecture for classical groups. In the first
paper, we prove a strong form of the conjecture for almost simple groups with socle isomorphic
to PSLn(q). In the present paper we extend this result to almost simple groups with socle
isomorphic to PSUn(q) and PSpn(q). The final paper will establish the conjecture for orthogonal
groups. Together, these three paper will complete the proof of Vdovin’s conjecture for all almost
simple classical groups.
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1. Introduction

1.1. Main problem and results. Consider a permutation group G on a finite set Ω. A base
of G is a subset of Ω such that its pointwise stabiliser is trivial. The base size of G is the
minimal size of a base. The study of bases and base sizes of permutation groups is an active
research area with a rich history. These concepts have applications in abstract group theory
and computational algebra; for a summary, see [2] and [13]. In a case of a transitive group G
with point stabiliser H, we write bH(G) for the base size, noting that the action of G on Ω is
permutation isomorphic to the action of G on right H-cosets by right multiplication.

This paper is the second in a series of three devoted to the study of base sizes of finite
transitive permutation groups with solvable point stabilisers. In [29, Problem 17.41 b)], Vdovin
conjectures (in a slightly different notation) that bS(G) ≤ 5 for a transitive permutation group G
with a solvable point stabiliser S. In [14] Burness proved this conjecture in the case of primitive
G. We mention that Seress [35] established bS(G) ≤ 4 in the case of solvable primitive G, so
the maximal subgroup S, of course, is solvable as well. Notice that the bound in the conjecture
is the best possible since bS(G) = 5 if G = Sym(8) and S = Sym(4) ≀ Sym(2). This can be
easily verified. In fact, there are infinitely many examples with bS(G) = 5, for example see [14,
Remark 8.3].
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Vdovin reduces the above conjecture to the case of almost simple group G in [38, Theorem 1].
In order to explain how exactly the reduction works, let us define Reg(G, k) to be the number
of distinct regular orbits in the action of a permutation group G ≤ Sym(Ω) on Ωk; here G acts
on Ωk by

(α1, . . . , αk)g = (α1g, . . . , αkg).

Analogous to bH(G), we write RegH(G, k) for Reg(G, k) in the case when Ω is the set of right
cosets of a subgroupH. Since a regular point in Ωk forms a base for G acting on Ω, RegH(G, k) =
0 for k < bH(G). Now we return to the reduction: [38, Theorem 1] implies that, in order to
prove Vdovin’s conjecture, it is sufficient to show

RegS(G, 5) ≥ 5

for every almost simple group G and each of its maximal solvable subgroups S; that is, S is not
contained in any larger solvable subgroup of G. This inequality is established for almost simple
groups with alternating and sporadic socle in [3] and [15] respectively. Therefore, Vdovin’s
conjecture is now reduced to the case of almost simple group of Lie type. Our paper [5] is the
first to consider the general form of the conjecture for groups of Lie type. There we prove the
above inequality for all maximal solvable subgroups S of an almost simple group G with socle
isomorphic to PSLn(q).

In this paper, we consider almost simple groups groups with socle isomorphic to PSUn(q) or
PSpn(q)

′ and prove the following.

Theorem 1.1. Let G0 be a classical finite simple group of Lie type with socle isomorphic to either
PSUn(q) or PSpn(q)

′. If S is a maximal solvable subgroup of Aut(G0), then RegS(S ·G0, 5) ≥ 5.
In particular, bS(S ·G0) ≤ 5.

We briefly summarise the structure of an almost simple group with socle PSUn(q) or PSpn(q)
′

(see [21] for details). Then we state more detailed results which also illustrate the cases that
arise in the proof.

Since PSU2(q) ∼= PSp2(q)
∼= PSL2(q), we only need to consider PSUn(q) for n ≥ 3 and

PSpn(q)
′ for n ≥ 4. Note that PSpn(q) = PSpn(q)

′ is simple for n ≥ 4 unless (n, q) = (4, 2)
where the simple subgroup PSp4(2)

′ has index 2 in PSp4(2). Let ΓUn(q) and ΓSpn(q) be the
groups of semisimilarities of a non-degenerate n-dimensional unitary and symplectic spaces over
Fq2 and Fq respectively (see Section 2.1 for details) and let Z be the group of all scalar matrices
in the corresponding group. If PSUn(q) is simple, so (n, q) ̸= (3, 2), then

Aut(PSUn(q)) ∼= PΓUn(q) = ΓUn(q)/Z.

Unless (n, q) = (4, 2f ) for some f ≥ 1,

Aut(PSpn(q))
∼= PΓSpn(q) = ΓSpn(q)/Z.

If (n, q) = (4, 2f ), then PSp4(q)
′ has a graph-field automorphism of order 2f ; see [19, §12.3] for

details.
We establish Theorem 1.1 by proving the following three statements.

Theorem B1. Let n ≥ 3 and (n, q) is not (3, 2). If S is a maximal solvable subgroup of PΓUn(q),
then one of the following holds:

(1) bS(S · PSUn(q)) ≤ 4, so RegS(S · PSUn(q), 5) ≥ 5;
(2) (n, q) = (5, 2) and S is the stabiliser in PΓUn(q) of a totally isotropic 1-dimensional

subspace of the natural module, bS(S · PSUn(q)) = 5 and RegS(S · PSUn(q), 5) ≥ 5.
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Theorem C1. Let n ≥ 4. If S is a maximal solvable subgroup of PΓSpn(q), then bS(S ·
PSpn(q)) ≤ 4, so RegS(S · PSpn(q), 5) ≥ 5.

Theorem C2. Let q be even and let A = Aut(PSp4(q)
′). If S ≤ A is a maximal solvable

subgroup, then bS(S · PSp4(q)′) ≤ 4, so RegS(S · PSpn(q)′, 5) ≥ 5.

Theorem 1.1 now follows from Theorems B1, C1 and C2 via the following lemma proved in
[5, Section 2.1].

Lemma 1.2. Let G0 be a finite simple nonabelian group. Let G0 ≤ G ≤ Aut(G0) and let S ≤ G
be solvable. If RegH(H · G0, 5) ≥ 5 for every maximal solvable subgroups H of Aut(G0), then
RegS(G, 5) ≥ 5, for every solvable subgroup S of G.

1.2. Methods and ideas. It is convenient for us to work with groups of matrices which makes
the action on the set of right cosets of a subgroup not faithful in most cases. It is possible to
extend the notion of bH(G) and RegH(G, k) to an arbitrary finite group G by

bH(G) := b(G/HG) and RegH(G, k) := Reg(G/HG, k).

Here HG = ∩g∈GH
g and the action of G/HG on the set Ω of right cosets of H in G is in-

duced from the natural action of G. Another straightforward but important fact is that the
statement bH(G) ≤ k is equivalent to the existence of k subgroups of G conjugate to H in G
such that their intersection is equal to HG. Indeed, H

g1 ∩ . . . ∩ Hgk is the pointwise stabiliser
of (Hg1, . . . ,Hgk) ∈ Ω. In particular, in the proofs of Theorems B1 and C1, we work with
ΓUn(q) and ΓSpn(q) rather than PΓUn(q) and PΓSpn(q). To discuss unitary and symplectic
groups simultaneously, we let ∆ ∈ {GUn(q),GSpn(q)} and let u be 1 in symplectic case and 2
in unitary case, so ∆ ∈ GLn(q

u).
Now we are ready to outline the main approaches and ideas of this paper. We use a combi-

nation of probabilistic, constructive and computational methods to establish our results. The
probabilistic method is described in details in Section 2.3. It uses the ratio of points fixed by an
element of the group G ≤ Sym(Ω) to obtain an upper bound on the probability Q(G, c) that a
randomly chosen c-tuple of points in Ω is not a base. By showing Q(G, c) < 1, one shows that
there exists a base of size c. This method is used in most works related to base sizes of primitive
permutation groups including [12, 13, 16, 17, 32, 34]. We use this method to obtain bounds for
bS(S · (∆ ∩ SLn(q

u))) for irreducible maximal solvable subgroups of ∆. In particular, with an
explicit list of exceptions, we obtain bS(S · (∆ ∩ SLn(q

u))) ≤ 3 (see Theorems 3.21 and 3.22).
Our results are refinements of [12, Theorem 1] in the sense that they provide better estimates
for bH(G) for solvable H not lying in a C1-subgroup of an almost simple unitary or symplectic
G ≤ PGLn(q

u).
The probabilistic method does not work for us in the general case since the fixed points ratio

is much harder to estimate when S is reducible. Our reduction of the general case to the case of
an irreducible subgroup of ∆ is constructive. We illustrate this for a reducible maximal solvable
subgroup S of ∆; the analysis for S not contained in GLn(q

u) is much more technical and splits
into number of smaller cases but applies the same general idea. Let S be a reducible maximal
solvable subgroup of ∆. By Lemma 2.8, in a suitable basis, matrices in S have blocks on their
diagonal and all the entries below these blocks are zero. The projection on each block forms an
irreducible solvable matrix group of smaller dimension for which we can apply Theorems 2.11,
3.21 and 3.22. As a result, we obtain that the intersection of three (in most cases) conjugates
of S consists of upper triangular matrices. Using the symmetry of matrices of shape (2.8), it is
possible in most cases to adjust one of the conjugating elements so that the intersection of the
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three conjugates consists of diagonal matrices. Further, we explicitly construct a fourth element
of ∆SLn(q

u) that, as a result of using it as a conjugating element, give us the subgroup of scalar
matrices in the intersection of four conjugates of S, so bS(S · (∆ ∩ SLn(q

u))) ≤ 4. Case 1 in
Step 2 of the proof of Theorem 4.5 illustrates well this method.

Both our theoretical tools, probabilistic method and the constructive method, turn out to
be powerful, yet technical and demanding in terms of details. They require knowledge of the
structure of solvable subgroups of classical groups. Here we heavily rely on the classical work of
Suprunenko [37] and that of Manz and Wolf [33]. We also use some information from a recent
work of Korhonen [31] where maximal solvable subgroups of GLn(q), GSpn(q) and GOε

n(q) are
classified.

We use the computer algebra systems GAP [22] and Magma [6] to find and verify bS(G) for
some small values of n and q when theoretical approach does not provide a sufficient result.
Mostly, we use computations when an irreducible maximal solvable subgroup of ∆ is “too large”
and it is much easier to obtain results this way rather than establish a suitable estimate for
Q(G, c). For details see [4, Section 2.7].

The paper is organised as follows. In Section 2 we present necessary definitions and prelim-
inary results. In Section 3 we obtain bounds for bS(S · (∆ ∩ SLn(q

u)) for irreducible maximal
solvable subgroups S of ∆ ∈ {GUn(q),GSpn(q)}. Finally, we use these results to prove Theorems
B1, C1 and C2 in Sections 4 and 5.

2. Definitions and preliminaries

All group actions we use are right actions. For example, the action of a linear transformation
g of a vector space V on v ∈ V is (v)g ∈ V.

Let p be a prime and q = pf , f ∈ N. Denote a finite field of size q by Fq, its algebraic closure

by Fq and the multiplicative group of Fq by F∗
q . Throughout, unless stated otherwise, V = Fn

qu

denotes a vector space of dimension n over Fqu with u ∈ {1, 2}.
For finite classical groups we follow the notation of [30]. For algebraic groups our standard

references are [20, Chapter 1], [25, Chapter 1] and [26].
We reserve the letter β for a basis of V . A basis is an ordered set. If α ∈ Aut(F), then ϕβ(α)

denotes the unique g ∈ ΓL(V,F) such that(
n∑

i=1

λivi

)
ϕβ(α) =

n∑
i=1

λαi vi (2.1)

where β = {v1, . . . , vn}. If F = Fqu and α ∈ Aut(F) is such that λα = λp for all λ ∈ F, then we
denote ϕβ(α) by ϕβ or simply ϕ when β is understood. It is routine to check (see [30, §2.2]) that

ΓL(V,Fqu) = GL(V,Fqu)⋊ ⟨ϕ⟩ ∼= GLn(q
u)⋊ ⟨ϕ⟩.

We fix the following notation.

F(G) Fitting subgroup of a finite group G (unique maximal
normal nilpotent subgroup);

Oπ(G) unique maximal normal π-subgroup for a set of primes π;
Z(G) center of a group G;
gG conjugacy class of g ∈ G;
A⋊B semidirect product of groups A and B with A normal;
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Sym(n) symmetric group of degree n;
sgn(π) sign of a permutation π;
Mn(F) algebra of all n× n matrices over F;
diag(α1, . . . , αn) diagonal matrix with entries α1, . . . , αn on its diagonal;
diag[g1, . . . , gk] block-diagonal matrix with blocks g1, . . . , gk on its diagonal;
perm(σ) permutation matrix corresponding to σ ∈ Sym(n);
g⊤ transpose of a matrix g;
Det(H) {det(h) | h ∈ H} for H ≤ GL(V );

g ⊗ h Kronecker product

 g · h1,1 . . . g · h1,m
. . . . . . . . .

g · hm,1 . . . g · hm,m

 ∈ GLnm(q)

for g ∈ GLn(q) and h ∈ GLm(q);
D(G) subgroup of all diagonal matrices of a matrix group G;
RT (G) subgroup of all upper-triangular matrices of a matrix group G;
p′ set of all primes except p;
(a, b) greatest common divisor of integers a and b.

It is convenient to view the symmetric group as a group of permutation matrices. We define
the wreath product of X ≤ GLn(q) and a group of permutation matrices Y ≤ GLm(q) as the
matrix group X ≀ Y ≤ GLnm(q) obtained by replacing the entries 1 and 0 in every matrix in Y
by arbitrary matrices in X and by zero (n× n) matrices respectively.

Let A be an (nm× nm) matrix. We can view A as the matrixA11 . . . A1m

. . . . . . . . .
Am1 . . . Amm


where the Aij are (n× n) matrices. The vector (Ai1, . . . , Aim) is the i-th (n× n)-row of A.

2.1. Classical forms and groups. Let us recall some definitions and results from [30, Chapter
1].

Let f be a non-degenerate unitary or symplectic form, so u is 2 or 1 respectively. If f is fixed,
then we write (v, w) instead of f(v, w) for convenience.

The pair (V, f) is a unitary (symplectic) space. Two unitary (symplectic) spaces (V1, f1)
and (V2, f2) are isometric if there exists an isomorphism of vector spaces φ : V1 → V2 such that

f1(v, u) = f2((v)φ, (u)φ)

for every v and u from V1. Such φ is an isometry. A similarity of unitary (symplectic) spaces
(V1, f1) and (V2, f2) is an isomorphism of vector spaces φ : V1 → V2 such that there exists λ ∈ Fqu

with

f1(v, u) = λf2((v)φ, (u)φ) (2.2)

for every v and u from V1.
Let us fix f to be a non-degenerate unitary or symplectic form on V for the rest of the

section. Let W be a subspace of V . If the restriction fW of f to W is non-degenerate, then W is
a non-degenerate subspace of V . If fW = 0, then W is a totally isotropic subspace of V.

Two subspaces U and W of V are orthogonal if (u,w) = 0 for all u ∈ U and all w ∈W. We
write U⊥W for the direct sum of orthogonal subspaces. The orthogonal complement W⊥
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of W in V is
{v ∈ V | (v, u) = 0 for all u ∈W}.

Let I(V, f) and ∆(V, f) be the group of all f -isometries and all f -similarities from V to itself
respectively. By definition, I(V, f) and ∆(V, f) are subgroups of GL(V ), so Σ(V, f) := SL(V ) ∩
I(V, f) is well-defined.

All non-degenerate unitary (respectively symplectic) spaces of the same dimension over Fqu

are isometric by the following lemmas. Here δij is the Kronecker delta.

Lemma 2.1 ([30, Propositions 2.3.1 and 2.3.2]). Let f be unitary.

(1) The space (V, f) has an orthonormal basis.
(2) The space (V, f) has a basis{

{f1, . . . , fm, e1, . . . , em}, if n = 2m

{f1, . . . , fm, x, e1, . . . , em}, if n = 2m+ 1
(2.3)

where (ei, ej) = (fi, fj) = 0, (ei, fj) = δij and (ei, x) = (fi, x) = 0 for all i, j, and
(x, x) = 1.

Lemma 2.2 ([30, Proposition 2.4.1]). Let f be symplectic. The dimension n of V is even and
the space (V, f) has a basis

{f1, . . . , fm, e1, . . . , em}, (2.4)

where 2m = n, (ei, ej) = (fi, fj) = 0 and (ei, fj) = δij for all i, j.

Hence, for a non-degenerate unitary or symplectic space (V, f), the groups Σ(V, f), I(V, f) and
∆(V, f) are also defined uniquely (up to conjugation in GL(V )) by dimV and q.

An f -semisimilarity is g ∈ ΓLn(q
u) such that there exist λ ∈ F∗

qu and α ∈ Aut(Fqu) satisfying

f(vg, ug) = λf(v, u)α for all v, u ∈ V. (2.5)

By [30, Lemma 2.1.2], α is determined uniquely by g, and α = σ(g). We denote the group of
f -semisimilarities of V by Γ(V, f). It is easy to see that

∆(V, f) ≤ Γ(V, f).

Definition 2.3. By [30, Lemma 2.1.2], if f is non-degenerate, then the λ in (2.2) and (2.5) are
uniquely determined by g. Moreover, there exists a homomorphism τ : ∆(V, f) → F∗

qu satisfying
τ(g) = λ.

We say that we work on the case U or S when f is unitary or symplectic respectively. Notice
that u = 2 in the case U and u = 1 otherwise. We summarise notation for the groups Σ, I, ∆
and Γ in Table 2. For more details on classical groups and the equalities claimed in the table
see [30, §2.1].

Denote the identity (n× n) matrix by In and let J2k be the matrix(
Ik

−Ik

)
.

For g ∈ GLn(q
u) let g be the matrix obtained from g by taking every entry to the q-th power

(so if u = 1, then g = g). We write g† for (g⊤)−1 and X† for {g† | g ∈ X}, where X ⊆ GLn(q
u).

Fix a basis β = {v1, . . . , vn} of V and denote by fβ the matrix whose (i, j) entry is f(vi, vj).
By fixing the basis, we identify I(V, f) and ∆(V, f) with the matrix groups

{g ∈ GLn(q
u) | gfβg⊤ = fβ} and {g ∈ GLn(q

u) | gfβg⊤ = λfβ, λ ∈ F∗
qu} (2.6)
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Table 2. Notation for classical groups

case notation terminology

U
Σ SU(V )

unitary groupsI GU(V )
Γ ΓU(V )

S
Σ = I Sp(V )

symplectic groups∆ GSp(V )
Γ ΓSp(V )

respectively; we identify Γ(V, f) with the subgroup Γ(V, f)β ≤ ΓL(V, β) of f -semisimilarities.
Denote the group of matrices representing the isometries from I(V, f) with respect to a basis

β such that fβ = Φ by GUn(q,Φ) (respectively Spn(q,Φ)) or GUn(q, β) (respectively Spn(q, β)).
We write GUn(q) (respectively Spn(q)) instead of GUn(q, In) (respectively Spn(q, Jn)) for sim-
plicity; we use similar notation for Σ(V, f), ∆(V, f) and Γ(V, f) in cases U and S. We also use
GLε

n(q) with ε ∈ {+,−} where GL+
n (q) = GLn(q) and GL−

n (q) = GUn(q).

Note the following observations and notation:

• In some literature ∆(V, f) for case S is denoted by CSp(V ) and called the “conformal
symplectic group”.

• If β is as in Lemmas 2.1 and 2.2 for cases U and S respectively, then ϕβ ∈ Γ(V, f) and
Γ(V, f)β = ∆(V, f)β ⋊ ⟨ϕβ⟩.

• The group ∆(V, f) for case U is omitted in Table 2 since

∆(V, f) = I(V, f) · F∗
q .

Therefore, ∆(V, f)β ⋊ ⟨ϕβ⟩ and I(V, f)β ⋊ ⟨ϕβ⟩ (and their maximal solvable subgroups)
coincide modulo scalars. It is more convenient for us to work with I(V, f)β ⋊ ⟨ϕβ⟩, so in
what follows we abuse notation by letting

Γ(V, f) = I(V, f)⋊ ⟨ϕβ⟩
for an orthonormal basis β in case U.

• If Σ(V, f) ≤ G ≤ Γ(V, f), then G is solvable if and only if Σ(V, f) is solvable since
∆(V, f)/Σ(V, f) and Γ(V, f)/∆(V, f) are abelian. Therefore, such G is solvable if and
only if either n = 1 or Σ(V, f) is one of the following groups: SL2(q) = Sp2(q)

∼= SU2(q)
for q ∈ {2, 3}, SU3(2). We often write “G is not solvable” where we ignore these groups.

We state a particular case of Witt’s Lemma, which we use later. For a proof see [1, §20].

Lemma 2.4. Assume that (V1, f1), (V2, f2) are isometric unitary (symplectic) spaces and Wi is
a subspace of Vi for i = 1, 2. If there is an isometry g from (W1, f1) to (W2, f2), then g extends
to an isometry from (V1, f1) to (V2, f2).

2.2. Miscellaneous results. The following lemma is, in some sense, a generalisation of the
well known Clifford’s Theorem to semilinear groups.

Lemma 2.5. Let G be a subgroup of ΓLn(q) stabilising no non-zero proper subspaces of V = Fn
q

and let M = G ∩GLn(q). Then M is completely reducible and stabilises a decomposition

V = V1 ⊕ . . .⊕ Vk; k ≥ 1

where each Vi is Fq[M ]-irreducible and G/M permutes the Vi cyclically. Moreover, every Fq-
irreducible M -invariant subspace of V has dimension m = n/k.
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Proof. If M is irreducible, the lemma is trivial, so let us assume that M is reducible.
Let V1 be an irreducible Fq[M ]-submodule of V and let m = dimV1. Since M ⊴ G, V1φ is an

irreducible Fq[M ]-submodule of V of dimension m for all φ ∈ G. Let φ ∈ G be such that Mφ is
a generator of G/M , so |φ| = |S : M | = r. Let Vi = V1φ

i−1 for i ∈ {1, . . . , r}, so V =
∑r

i=1 Vi
since there is no non-zero proper G-invariant subspaces of V .

We claim that

V = V1 ⊕ . . .⊕ Vn/m,

so M is completely reducible. The proof of this fact is similar to a proof of Clifford’s Theorem.
Let Wi =

∑i
j=1 Vi. If Wi+1 =Wi for some i, then Wi is G-invariant. Indeed,

(Wi)φ = (V1φ+ . . .+ Viφ) = (V2 + . . .+ Vi+1) ⊆Wi+1 =Wi

and (Wi)φ =Wi since dim(Wi)φ = dimWi. On the other hand, if Wi+1 > Wi, then Wi∩Ui+1 is
a proper Fq[M ]-submodule of Ui+1, so it must be zero. Hence Wi+1 = Wi ⊕ Vi+1. Since k = 1,
Wi+1 > Wi for 1 ≤ i ≤ n/m− 1. So, by induction,

V =Wn/m = V1 ⊕ . . .⊕ Vn/m

andM is completely reducible. In particular, since each Vi is Fq-irreducible, every Fq-irreducible
M -invariant subspace of V has dimension m. □

The next three lemmas provide information on Γ(V, f) and its subgroups. Here f is unitary
or symplectic; by default, we assume that such a form f is non-degenerate.

Lemma 2.6 ([1, (5.5)]). Let H ≤ Γ(V, f), with f unitary or symplectic, be irreducible. Let L be a
non-scalar normal subgroup of H contained in GL(V ). Let {Vi | 1 ≤ i ≤ k} be the homogeneous
components of L on V and assume k > 1. One of the following holds:

(1)

V = ⊥
1≤i≤k

Vi

with Vi non-degenerate and isometric to Vj for each 1 ≤ i ≤ j ≤ k;
(2)

V = ⊥
1≤i≤k/2

Ui

with Ui = V2i−1⊕V2i where Ui is non-degenerate and isometric to Uj for 1 ≤ i ≤ j ≤ k/2,
and Vi is totally isotropic for each 1 ≤ i ≤ k.

Lemma 2.7. Let f be a non-degenerate unitary or symplectic form on V. If β is a basis of V

such that f
ϕβ

β = fβ, then Γ(V, f)β = ∆(V, f)β ⋊ ⟨ϕβ⟩.

Proof. Clearly, ∆(V, f)β ∩ ⟨ϕβ⟩ = 1, so it suffices to show that ϕβ normalises ∆(V, f)β and is a
semisimilarity of (V, f). Let g ∈ ∆(V, f)β, so

gfβg
⊤ = λfβ

for some λ ∈ F∗
q . Therefore,

gϕβ fβ(g
ϕβ )

⊤
= gϕβ f

ϕβ

β (gϕβ )
⊤
= (gfβg

⊤)ϕβ = (λfβ)
ϕβ = λpfβ,

and gϕβ ∈ ∆(V, f)β.
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Let v, u ∈ V have coefficients (α1, . . . , αn) and (δ1, . . . , δn) with respect to β respectively.
Therefore,

(vϕβ, uϕβ) = (αp
1, . . . , α

p
n)fβ(δ1

p
, . . . , δn

p
)⊤

= (αp
1, . . . , α

p
n)f

ϕβ

β (δ1
p
, . . . , δn

p
)⊤

= (v, u)p,

so ϕβ is a semisimilarity. □

Lemma 2.8. Recall that q = pf . Let H ≤ Γ(V, f) with f unitary or symplectic. There exists a
basis β such that fβ is 

In1

...
Ink

Ink+1

...
Ink+l

Ink

...
In1


or



In1

...
Ink

Jnk+1

...
Jnk+l

−Ink

...
−In1



(2.7)

in cases U and S respectively. Moreover, if φ ∈ Hβ, then φ = (ϕβ)
jg with

j ∈ {1, . . . ,uf − 1}
and

g =



τ(g)γ1(g)
† ∗ ∗ ∗ . . . ∗ ∗ ∗ ∗

. . .
. . .

0 τ(g)γk(g)
† ∗ ∗ ∗ . . . ∗ ∗

γk+1(g) 0 ∗ . . . ∗
. . .

. . .

0 γk+l(g) ∗ . . . ∗
γk(g) ∗ ∗

. . . ∗
0 0 γ1(g)


(2.8)

where τ(g) is as in Definition 2.3, γi is a homomorphism from H to ΓLni(q
u) if i ≤ k, and from

H to ΓUni(q) or ΓSpni
(q), in cases U and S respectively, if i > k. Furthermore, γi(H) is an

irreducible subgroup of ΓLni(q
u) for every i and γi(H ∩GLn(q

u)) ≤ GLni(q
u).

Proof. If H is an irreducible subgroup of ΓL(V,Fqu), then by Lemmas 2.1 and 2.2 we can take
fβ to be In or Jn in cases U and S, and there is nothing to prove. So assume that there is a
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proper H-invariant subspace W of V = Fn
qu on which H acts irreducibly. Therefore, W is either

non-degenerate or totally isotropic. If V has no totally isotropic H-invariant subspace, then V
is the direct sum of pairwise orthogonal H-invariant non-degenerate subspaces, so k = 0 and
the lemma follows.

Assume that W is totally isotropic. By Lemma 2.4 we can assume that V has a basis β as in
(2.3) such that

W = ⟨e(n−n1+1), . . . , en⟩
where n1 = dimW . Let U be the subspace spanned by

β\{f(n−n1+1), . . . , fn, e(n−n1+1), . . . , en}.

Notice that U is non-degenerate. Let β2 := {v1, . . . , vn−2n1} be a basis of U such that β2 is
orthonormal in case U and as in (2.4) in case S.

Let us define a basis

β1 := {f(n−n1+1), . . . , fn, v1, . . . , vn−2n1 , e(n−n1+1), . . . , en}.

Hence

fβ1 =

 In1

Φ
(−1)uIn1


with Φ equal to In−2n1 and Jn−2n1 in cases U and S respectively. Since H stabilises W , it also
stabilisesW⊥ = ⟨v1, . . . , vn−2n1 , e(n−n1+1), . . . , en⟩. By Lemma 2.7, if φ ∈ Hβ1 , then φ = (ϕβ1)

jg
with g ∈ GUn(q, fβ1) or GSpn(q, fβ1) respectively, so, by (2.6),

g =

τ(g)(gW )† ∗ ∗
0 g1 ∗
0 0 gW

 ,

where g1 is an (n − 2n1) × (n − 2n1) matrix. If n = 2n1, then the lemma follows. We proceed
by induction on n− 2n1 using the case n− 2n1 = 0 as the base.

Assume that n > 2n1. Since gfβ1g
⊤ = τ(g)fβ1 ,

g1Φg1
⊤ = τ(g)Φ.

Thus, g1 is a similarity of

(⟨v1, . . . , vn−2n1⟩, f1),
and

(ϕβ2)
jg1 ∈ Γ(⟨v1, . . . , vn−2n1⟩, f1)

where f1 is the restriction of f to ⟨v1, . . . , vn−2n1⟩. Notice that (ϕβ2)
jg1 is the restriction of φ to

W⊥/W. So there exists a homomorphism ψ from Hβ1 to ΓUn−2n1(q) in case U and ΓSpn−2n1
(q)

in case S defined by ψ : g 7→ (ϕβ2)
jg1. Applying induction to ψ(Hβ1), we obtain the lemma. □

The following lemma plays an important role in our proof of Theorems B1 and C1.

Lemma 2.9. Let Γ ∈ {ΓUn(q),ΓSpn(q)}. Let n ≥ 2 and let q be such that Γ is not solvable.

Let β be a basis of V such that f
ϕβ

β = fβ and let ϕ = ϕβ. If H ≤ Γ and H ∩GLn(q
u) consists of

scalar matrices, then there exists b ∈ Γ ∩GLn(q
u) such that every element of Hb has shape ϕig

for some i ∈ {1, . . . ,uf} and g ∈ Z(GLn(q
u)).
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Proof. Let Z = Z(GLn(q
u) ∩ Γ). Notice that Γ/Z is almost simple. Let G0 and Ĝ be the socle

of Γ/Z and the group of inner-diagonal automorphisms of G0 respectively. Therefore, Ĝ =
(Γ∩GLn(q

u))/Z.Without loss of generality, we may assume Z ≤ H. Observe H ∩GLn(q
u) = Z,

so H/Z is cyclic and consists of field automorphisms of G0. Let φ ∈ H be such that ⟨Zφ⟩ = H/Z.
By Lemma 2.7,

Γ = (Γ ∩GLn(q
u))⋊ ⟨ϕ⟩,

so φ ∈ ϕi(Γ ∩GLn(q
u)) for some i ∈ {1, . . . ,uf} and Zφ ∈ (Zϕi)Ĝ.

By [24, (7-2)], Zφ and Zϕi are conjugate in Ĝ, so there exists Zb ∈ Γ/Z ∩ PGLn(q
u) such

that (Zφ)Zb = Zϕi for some i ∈ {1, . . . ,uf}. Therefore, Hb = Z⟨φb⟩ = Z⟨ϕi⟩ = ⟨ϕi⟩Z. □

Further, we collect results on intersections of subgroups and base sizes.

Theorem 2.10 ([39]). If A and B are abelian subgroups of a finite group G, then there exists
x ∈ G such that A ∩Bx ≤ F(G).

The following two results are the main result of [5, Section 3] and its corollary proved in [5,
Section 4].

Theorem 2.11. Let S be an irreducible maximal solvable subgroup of GLn(q) with n ≥ 2, and
(n, q) is neither (2, 2) nor (2, 3). Then either bS(S · SLn(q)) = 2 or one of the following holds:

(1) n = 2, q > 3 is odd, S is the normaliser of a Singer cycle and bS(S · SL2(q)) = 3. If
q > 5, then there exists x ∈ SL2(q) such that S ∩ Sx ≤ D(GL2(q));

(2) n = 2, q ≥ 4 is even, S is the normaliser of a Singer cycle and bS(S · SL2(q)) = 3. In
this case there exists x ∈ SL2(q) such that S ∩ Sx ≤ RT (GL2(q));

(3) n = 2, q = 9, S (up to conjugacy) is generated by all matrices with entries in F3 and
scalar matrices, so S = GL2(3) · Z(GL2(9)), and bS(S · SL2(9)) = 3. In this case there
exists x ∈ SL2(9) such that S ∩ Sx ≤ RT (GL2(9));

(4) n = 2, q ∈ {5, 7}, and S is an absolutely irreducible subgroup such that S/Z(GL2(q)) is
isomorphic to 22.Sp2(2). Here bS(S ·SL2(q)) is 4 and 3 for q equal to 5 and 7 respectively;

(5) n = 3, q = 2, S is the normaliser of a Singer cycle and bS(S · SL3(2)) = 3;
(6) n = 4, q = 3, S = GL2(3) ≀ Sym(2) and bS(S · SL4(3)) = 3. In this case there exists

x ∈ SL4(3) such that S ∩ Sx ≤ RT (GL4(3)).

Lemma 2.12. If k = 1, then either S ∩ GLn(q) is an irreducible solvable subgroup of GLn(q)
or there exists x ∈ SLn(q) such that S ∩ Sx ∩GLn(q) ≤ Z(GLn(q)).

Lemma 2.13. Let H be a maximal solvable subgroup of PGL2(q). Then bH(H · PSL2(q)) ≤ 3
unless q = 5, H is the image of S in Theorem 2.11(4), and bH(H · PSL2(5)) = 4.

Proof. Let S be the full preimage of G in GL2(q), so bH(H · PSL2(q)) = bS(S · SLn(q)). If S is
irreducible, then the lemma follows from Theorem 2.11. If S is reducible, then, in suitable basis,
S is the group P1 of upper-triangular matrices. Now the lemma follows by [14, Proposition
4.1]. □

We conclude the section with three technical lemmas.

Lemma 2.14. For every prime power q = pf there exists α ∈ Fq2 such that α+ αq = 1.

Proof. If p ̸= 2, then 2−1 ∈ F∗
q , so 2−1 + (2−1)q = 2−1 + 2−1 = 1.

Let p = 2. Let y ∈ F2 be a root of polynomial xq + x+ 1 = 0. Hence

yq
2
= (yq)q = (y + 1)q = yq + 1 = y + 1 + 1 = y,
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so y ∈ Fq2 . □

Lemma 2.15. Let η be a generator of F∗
q2 and let θ = ηq−1. If θp

j−1 = 1 for some j ∈
{0, 1, . . . , 2f − 1}, then j = 0.

Proof. Notice that |θ| = pf + 1. Let j ∈ {1, . . . , 2f} be minimal such that pf + 1 divides pj − 1.

Hence pf + 1 divides (p2f − 1, pj − 1) = p(2f,j) − 1. Therefore, (2f, j) > f , so j = 2f. □

The following technical lemma is proved in [5, Section 3].

Lemma 2.16. Let H ≤ X ≀ Y, where X ≤ GLm(q), Y ≤ Sym(k). Let A(k) = (yij) ∈ GLk(q)
be the inverse of the Jordan block J1,k and let xi for i = 1, . . . , k be arbitrary elements of X.
Define x ∈ GLmk(q) to be

diag(x1, . . . , xk)(Im ⊗A(k)) =


y11x1 y12x1 . . . y1kx1
y21x2 y22x2 . . . y2kx2

...
...

yk1xk yk2xk . . . ykkxk

 ,

Let h = diag[D1, . . . , Dk]·s ∈ H, where Di ∈ X and s ∈ Y, so h is obtained from the permutation
matrix s by replacing 1 in the j-th row by the (m×m) matrix Dj for j = 1, . . . , k and replacing

each zero by an (m × m) zero matrix. If hx ∈ H, then s is trivial and D
xj

j = D
xj+1

j+1 for
j = 1, . . . , k − 1.

2.3. Fixed point ratios and elements of prime order.

Definition 2.17. If a group G acts on a set Ω, then CΩ(x) is the set of points in Ω fixed
by x ∈ G. If G and Ω are finite, then the fixed point ratio of x, denoted by fpr(x), is the
proportion of points in Ω fixed by x, i.e. fpr(x) = |CΩ(x)|/|Ω|.

If G acts transitively on a set Ω and H is a point stabiliser, then it is easy to see that

fpr(x) =
|xG ∩H|

|xG|
(2.9)

In [8, 9, 10, 11] Burness studies fixed point ratios in classical groups. Recall some observations
from [8]. Let a group G act faithfully on the set Ω of right cosets of a subgroup H of G. Let
Q(G, c) be the probability that a randomly chosen c-tuple of points in Ω is not a base for G, so
G admits a base of size c if and only if Q(G, c) < 1. Of course, a c-tuple is not a base if and
only if it is fixed by x ∈ G of prime order, and the probability that a random c-tuple is fixed
by x is equal to fpr(x)c. Let P be the set of elements of prime order in G, and let x1, . . . , xk
be representatives for the G-classes of elements in P. Since fixed point ratios are constant on
conjugacy classes (see (2.9)),

Q(G, c) ≤
∑
x∈P

fpr(x)c =

k∑
i=1

|xiG| · fpr(xi)c =: Q̂(G, c). (2.10)

Lemma 2.18 ([12, Lemma 2.1]). Let G act faithfully and transitively on Ω and let H be a point

stabiliser. If x1, . . . , xk represent distinct G-classes such that
∑k

i=1 |xGi ∩H| ≤ A and |xGi | ≥ B
for all i ∈ {1, . . . , k}, then

m∑
i=1

|xGi | · fpr(xi)c ≤ B · (A/B)c.

for all c ∈ N.
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If there exists ξ ∈ R such that fpr(x) ≤ |xG|−ξ for every x ∈ P, then

Q̂(G, c) ≤
k∑

i=1

|xGi |1−cξ.

Definition 2.19. Let C be the set of conjugacy classes of prime order elements in G. For t ∈ R,

ηG(t) :=
∑
C∈C

|C|−t.

If Z(G) = 1, then there exists TG ∈ R such that ηG(TG) = 1.

Lemma 2.20. If G acts faithfully and transitively on Ω and fpr(x) ≤ |xG|−ξ for all x ∈ P and
TG < cξ − 1, then b(G) ≤ c.

Proof. We follow the proof of [12, Proposition 2.1]. Let x1, . . . , xk be representatives of the
G-classes of prime order elements in G. By (2.10),

Q(G, c) ≤
k∑

i=1

|xiG| · fpr(xi)c ≤ ηG(cξ − 1).

The result follows since ηG(t) < 1 for all t > TG. □

We fix the following notation for the rest of the section. Let G be an adjoint simple algebraic
group of type An−1 or Cn/2 over the algebraic closure of Fp. Let Gσ = {g ∈ G | gσ = g} where

σ is a Frobenius morphism of G. Let G be such that G0 = Op′(Gσ)
′ is a finite simple group.

Here Op′(G) is the subgroup of a finite group G generated by all p-elements of G. Therefore,
Gσ = PGLε

n(q) and G0 = PSLε
n(q) for type An−1; also Gσ = PGSpn(q) and G0 = PSpn(q)

′ for
type Cn/2. Let G be a finite almost simple group with socle G0.

As proved in [12, Proposition 2.2], if n ≥ 6, then TG exists and TG < 1/3. Thus, if for such G

fpr(x) < |xG|−
4
3c (2.11)

for all x ∈ P, then ξ ≥ 4/(3c) and cξ − 1 ≥ 1/3 > TG and G has a base of size c.
Therefore, Lemma 2.20 allows us to estimate the base size by calculating bounds for |xG| and

|xG ∩H| for elements x of prime order.

Definition 2.21. Let x ∈ PGL(V ) = PGLn(q). Let F be the algebraic closure of Fq, and let

V = F⊗ V. Let x̂ be the preimage of x in GLn(q). Define

νV,F(x) := min{dim[V , λx̂] : λ ∈ F∗}.

Here [V, g] for a vector space V and g ∈ GL(V ) is the commutator in V ⋊ GL(V ). Therefore,
νV,F(x) is the minimal codimension of an eigenspace of x̂ on V . Sometimes we denote this

number by ν(x) and νV,F(x̂).

Lemma 2.22 ([9, Lemma 3.11]). Let x ∈ PGLε
n(q) have prime order r. One of the following

holds:

(1) x lifts to x̂ ∈ GLε
n(q) of order r such that |xPGLε

n(q)| = |x̂GLε
n(q)|;

(2) r divides both q − ε and n, and x is PGLn(F)-conjugate to the image of

diag[In/r, ωIn/r, . . . , ω
r−1In/r],

where ω ∈ F is a primitive r-th root of unity.
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Remark 2.23. Lemma 3.11 from [9] is formulated for all classical groups, but only for r ̸= 2.
It is easy to see from its proof that the condition r ̸= 2 is necessary only for orthogonal and
symplectic cases; if x ∈ PGLε

n(q) then the statement is true for arbitrary prime |x|.

Lemma 2.24. Let x ∈ Gσ have prime order.

(1) If x is semisimple, then xGσ = xG0 .

(2) If x is unipotent and G0 = PSLε
n(q), then |xGσ | ≤ min{n, p}|xG0 |.

(3) If x is unipotent, p ̸= 2 and G0 = PSpn(q), then |xGσ | ≤ 2|xG0 |.

Proof. See [25, 4.2.2(j)] for the proof of (1) and [9, Lemma 3.20] for (2) and (3). □

Notice that if p = 2, (n, q) ̸= (4, 2) and Gσ is symplectic, then Gσ = G0.

Lemma 2.25. Let x ∈ G have prime order r and s := ν(x).

(1) In case G0 = PSLε
n(q):

|xG| >

 1
2t

(
q

q+1

)as/(n−s)
qns ≥ 1

2t

(
q

q+1

)as/(n−s)
qn

2/2 for s ≥ n/2;

1
2t

(
q

q+1

)a
q2s(n−s) ≥ 1

2t

(
q

q+1

)a
q(3/8)n

2
for n/4 ≤ s < n/2,

(2.12)

where t = min{r, n} and a = (1/2)(1− ε1).
(2) In case G0 = PSpn(q)

′:

|xG| > 1

8

(
q

q + 1

)
max(qs(n−s), q(ns/2)). (2.13)

Proof. The statement follows by Lemma 2.24 and [9, Propositions 3.22 and 3.36, Lemmas 3.34
and 3.38]. □

3. Intersection of conjugate irreducible solvable subgroups

Recall from the introduction that bS(G) is the minimal number such that there exist

x1, . . . , xbS(G) ∈ G with Sx1 ∩ . . . ∩ SxbS(G) = SG

where SG = ∩g∈GS
g. Let G be GUn(q) or GSpn(q) in cases U and S respectively and let S be an

irreducible maximal solvable subgroup of G. The goal of this section is to obtain upper bounds
for bS(S · (SLn(q

u)∩G)). These bounds play an important role in the proof of Theorems B1 and
C1 in Section 4. While, with some exceptions, bS(S · (SLn(q

u)∩G)) ≤ 4 follows by [12, Theorem
1.1], it is not sufficient for our purposes. In this section we prove that bS(S · (SLn(q

u)∩G)) ≤ 3
in cases U and S with a short list of exceptions.

Maximal solvable subgroups of GSpn(q) were recently classified in [31]. For our purpose, we
do not need the classification in full details, but we make use of it when n is small. In particular,
[31, Table 14] lists, up to conjugacy, irreducible maximal solvable subgroups of GSpn(q) for
n ∈ {2, 4, 6}.

3.1. Primitive and quasi-primitive subgroups. We start our study with a special case when
S is quasi-primitive solvable subgroup of G. In the next section we use these results to obtain
bounds for bS(S · (SLn(q

u) ∩G)) where S is irreducible.

Definition 3.1. Let H ≤ GL(V ). An irreducible Fq[H]-module V is quasi-primitive if it is a
homogeneous Fq[N ]-module for all N ⊴ H. A subgroup H of GL(V ) is quasi-primitive if V is
a quasi-primitive Fq[H]-module.
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In the linear case studied in [5], to extend our results from a primitive subgroup to an ir-
reducible subgroup, we use [37, §18, Theorem 5] which asserts that an imprimitive irreducible
solvable subgroup of GLn(q) lies in a wreath product of a primitive solvable subgroup of smaller
degree with a solvable permutation group. In cases U and S, Lemma 2.6 does not guarantee
that an irreducible subgroup of G lies in the wreath product of a primitive subgroup of a general
unitary or symplectic group of smaller degree with a subgroup of a symmetric group. However,
it gives us a decomposition of V which allows us to use induction when S is not quasi-primitive.

To prove results about bS(SLn(q
u) ∩G), we need information about quasi-primitive solvable

groups such as upper bounds for |S| and lower bound for ν(x) (the codimension of a largest
eigenspace of x, see Definition 2.21), where x is a prime order element of the image of S in
PGLn(q

u). This information is needed to apply the probabilistic method described in Section
2.3. A primitive subgroup of GLn(q) is quasi-primitive by Clifford’s Theorem. If S ≤ GLn(q) is
solvable and quasi-primitive, then every normal abelian subgroup of S is cyclic by [33, Lemma
0.5]. Such groups are studied in [33]; we collect the main results in the following lemma.

Lemma 3.2 ([33, Corollary 1.10]). Suppose S ≤ GLn(q) is nontrivial solvable and every normal
abelian subgroup of S is cyclic. Let F = F(S) be the Fitting subgroup of S and let Z be the socle
of the cyclic group Z(F ). Set C = CS(Z). Then there exist normal subgroups E and T of S
satisfying the following:

(1) F = ET , Z = E ∩ T and T = CF (E);
(2) E/Z = E1/Z × . . .× Ek/Z for chief factors Ei/Z of G with Ei ≤ CS(Ej) for i ̸= j;

(3) For each i, Z(Ei) = Z, |Ei/Z| = p2kii for a prime pi and an integer ki, and Ei =

Op′i
(Z) · Fi for an extra-special group Fi = Opi(Ei) ⊴ S of order p2ki+1

i ;

(4) There exists U ≤ T of index at most 2 with U cyclic, U ⊴ S and CT (U) = U ;
(5) T = CS(E) and F = CC(E/Z);
(6) If Ci is the centraliser of Ei/Z in C, then C/Ci is isomorphic to a subgroup of Sp2ki(pi).

Remark 3.3. In the notation of Lemma 3.2, let e be a positive integer such that |E/Z| = e2, so

e =
∏k

i=1 p
ki
i . Since Ei has the subgroup Fi of order p

2ki+1
i and |Ei/Z| = p2kii , for each pi there

must exist an element of order pi in Z (and in U , since Z ≤ U). In other words, each pi divides
|U |.

Theorem 3.4 ([33, Theorem 3.5]). If S is a completely reducible solvable subgroup of GLn(q),

then |S| < q9n/4/2.8.

First we obtain results about cyclic subgroups of G ∈ {GUn(q),GSpn(q)}. To do so, in
particular, we use the notion of a Singer cycle: a cyclic subgroup of GLn(q) of order qn − 1.
We use notation and results about Singer cycles from [5, Section 2]. The following result is well
known and is easy to prove using Clifford’s Theorem and linear algebra.

Lemma 3.5. An irreducible cyclic subgroup of GLn(q) is contained in some Singer cycle. A
proper subgroup C of a Singer cycle T ≤ GLn(q) is irreducible if and only if |C| does not divide
qr − 1 for every proper divisor r of n.

Lemma 3.6. Let C be a non-scalar cyclic subgroup of G ∈ {Spn(q),GUn(q)} such that V is
Fqu [C]-homogeneous. Recall that u = 2 if G = GUn(q) and u = 1 otherwise. If W ⊆ V is a

Fqu [C]-irreducible C-invariant subspace with dimW = m, then |C| divides (qu)m/2+1. Moreover,
m is even if G = Spn(q) and m is odd if G = GUn(q).
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Proof. Since W is Fqu [C]-irreducible, it is either non-degenerate or totally isotropic. If W is
non-degenerate, then the lemma follows by [28, Satz 4 and 5].

Let W be totally isotropic. We consider here the proof for G = Spn(q), the proof for GUn(q)
is analogous. By [1, (5.2)], we can assume that there exist W1,W2 ⊆ V such that W1 =W and
W2 is totally isotropic and Fqu [C]-irreducible, and W1 ⊕W2 is non-degenerate.

Let g ∈ Sp(W1 ⊕W2) be the restriction of a generator of C to W1 ⊕W2. Since V is Fqu [C]-
homogeneous, there exist bases βi of Wi for i = 1, 2 (let β = β1 ∪ β2) such that

gβ =

(
g1 0
0 g1

)
and (f |W1⊕W2

)
β
=

(
0 A

−A⊤ 0

)
for some g1, A ∈ GLm(q). Here ⟨g1⟩ ≤ GLm(q) is irreducible. Since g is an isometry of W1⊕W2,

gβ(f |W1⊕W2
)
β
(gβ)

⊤ = (f |W1⊕W2
)
β
,

so g1Ag
⊤
1 = A and gA1 = (g−1

1 )⊤. Therefore, the set of eigenvalues of g1 is closed under taking
inverses. Moreover, the multiplicity of the eigenvalue µ is equal to the multiplicity of the
eigenvalue µ−1 for every µ ∈ Fq

∗
.

By [18, Lemma 1.3], g1 is conjugate in GLm(Fq) to

diag(λ, λq, . . . , λq
m−1

), where λq
m−1 = 1.

Clearly, |λ| = |g1| = |C|. Let r be the minimal natural number such that λq
r
= λ−1. If r = 0,

so λ = λ−1 = ±1, then g1 = λIm and C is a group of scalars, since it is homogeneous. Assume
r > 0, so λq

r+1 = 1 and (qr + 1) divides (qm − 1). Since ⟨g1⟩ is irreducible, |g1| does not
divide ql − 1 for every proper divisor l of m. Notice that |g1| divides (q2r − 1), so |g1| divides
(q2r − 1, qm − 1) = q(2r,m) − 1 which is divisible by qr + 1. Therefore, (2r,m) > r and 2r = m.

Hence m is even and |C| divides qm/2 + 1. □

Corollary 3.7. Let C be a non-scalar cyclic subgroup of GSpn(q) such that V is Fq[C]-homogeneous.
If W ⊆ V is a Fq[C]-irreducible submodule of dimension m, then m is even and |C| divides
(qm/2 + 1)(q − 1).

Proof. Let C = ⟨c⟩ and τ(c) = λ ∈ Fq where τ is as in Definition 2.3. So

(uc, vc) = λ(u, v) for all u, v ∈ V.

Notice that

(uc|λ|, vc|λ|) = λ|λ|(u, v) = (u, v) for all u, v ∈ V.

Therefore, c|λ| ∈ Spn(q). Let c1 be the restriction of c to W , so c = diag[c1, . . . , c1] in some basis
of V since V is Fq[C]-homogeneous.

We claim that ⟨c|λ|1 ⟩ is an irreducible subgroup of GL(W ). Assume the opposite, so there

exists a ⟨c|λ|1 ⟩-invariant subspace of W of dimension r dividing m. Hence r is even and |c1|/|λ|
divides (qr/2 + 1) by Lemma 3.6 since c|λ| ∈ Spn(q). Also |λ| divides (q − 1) and (q − 1) divides

(qr/2 − 1), so |c1| = |λ| · |c|λ|| divides qr − 1. By Lemma 3.5, ⟨c1⟩ is a reducible subgroup of
GL(W ) which is a contradiction.

Thus, W is ⟨c|λ|1 ⟩-irreducible and |c|λ|| divides (qm/2+1) by Lemma 3.6, so |C| divides (qm/2+
1)(q − 1). □

Now we obtain bounds for |S| and ν(x). We adopt the notation of Lemma 3.2 in the following
statement.
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Lemma 3.8. Let G ∈ {GSpn(q),GUn(q)}. Let S be a quasi-primitive solvable subgroup of G.
Let W be an m-dimensional irreducible U -submodule of V and let e be a positive integer such
that e2 = |E/Z|. The following hold:

(1) em divides n;

(2) |S| ≤ min{|U |2e13/2/2, |U |me13/2};
(3) if e = 1, then n = m and S is a subgroup of the normaliser of a Singer cycle of GLn(q

u);

(4) if m = 1 then |S| ≤ |Z(G)|e13/2.

Proof. Since EU ⊴ S, (1) follows by Clifford’s Theorem and [33, Corollary 2.6].
It is easy to see that

|S| = |S/C| · |T | · |C/F | · |F/T |.
By the proof of [33, Corollary 3.7], |S/C| · |T | ≤ |U |2, and |C/F | ≤ e9/2/2 and |F/T | = e2, which
gives us the first bound of (2). To obtain the second bound, we claim that |S/C| ≤ m. Indeed,
the linear span Fqu [Z] is the field extension K of the field of scalar matrices ∆ = Fqu · In of
degree m1 = dimW1, where W1 ≤ V is an irreducible Fqu [Z]-module, so m1 divides n since Z
is homogeneous, and m1 ≤ m since Z ≤ U . Consider the map

f : S → Gal(K/∆), g 7→ σg,

where σg : K → K, xσg = xg for x ∈ K. Since ker(f) = C,

S/C ∼= Im(f) ≤ Gal(K/∆),

so |S/C| divides m1 and the second bound follows.
If e = 1, then F = T and S is a subgroup of the normaliser of a Singer cycle of GLn(q

u) by
[33, Corollary 2.3], so U is self-centralising. By [33, Lemma 2.2] U is irreducible, so m = n and
(3) follows.

If m = 1, then U ≤ Z(G) since U is homogeneous, so |S/C| = 1 which implies (4). □

Lemma 3.9. Let S be a quasi-primitive solvable subgroup of GLn(q) and let H be the image of
S under the natural homomorphism from GLn(q) to PGLn(q). If x ∈ H has prime order, then
ν(x) ≥ n/4.

Proof. The proof follows the beginning of the proof of [23, Proposition 4]. Let x̂ be a preimage of
x in GLn(q), so x̂ = µg, where µ ∈ Z(GLn(q)) and g ∈ S\{1}. Observe that ν(x) = ν(x̂) = ν(g),
so it suffices to prove that ν(g) ≥ n/4 for all nontrivial g ∈ S.

If g ∈ U , then, since U is abelian and V is U -homogeneous, g is conjugate in GLn(Fq) to

diag(λ, λq, . . . , λq
m1−1

, . . . , λ, λq, . . . , λq
m1−1

); λ ∈ Fq

by [18, Lemma 1.3]. Here m1 is the smallest possible integer such that λq
m1 = λ. Therefore,

ν(g) = n− n/m1 ≥ n/2. Moreover, if z ∈ U is nontrivial, then CV (z) = {0}.
Let λ ∈ Fq

∗
. If g ∈ S\C, then

[λg, z] = [g, z] ∈ Z\{1}
for some z ∈ Z ≤ U. Notice

CV ((λg)
−1) ∩ CV (z

−1λgz) ⊆ CV ([λg, z]) = {0}
and dim(CV ((λg)

−1)) = dim(CV ((λg)
z)), so dim(CV ((λg))) ≤ n/2 for every λ ∈ Fq

∗
. Hence

ν(g) ≥ n/2.
If g ∈ F\T, then, by (1) and (5) of Lemma 3.2, there exists h ∈ E such that

[λg, h] = [g, h] ∈ Z\{1}
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and ν(g) ≥ n/2 as above.
If g ∈ T\U , then [λg, u] = [g, u] ∈ U\{1} for some u ∈ U by (4) of Lemma 3.2, so ν(g) ≥ n/2

as above.
If g ∈ C\F , then [λg, h] ∈ E\Z ⊆ F\T for some h ∈ E by (5) of Lemma 3.2. Therefore,

dim(CV ([λg, h])) ≤ n/2 and dim(CV (λg)) ≤ 3n/4

for every λ ∈ Fq
∗
, so ν(g) ≥ n/4. □

Before the next lemma, we remind the reader the following definitions. A subgroup of GLn(q)
is absolutely irreducible if it is irreducible as a subgroup of GLn(Fq), where Fq is the algebraic
closure of Fq. For a prime r, a finite r-group R is of symplectic-type if every characteristic
abelian subgroup of R is cyclic. Symplectic-type groups are closely related to extra-special
groups, see [30, §4.6] and [36, §2.4] for a summary and details. Normalisers of absolutely
irreducible symplectic-type subgroups in classical groups are often maximal subgroups. Such
maximal subgroups form Aschbacher’s class C6. If such a normaliser is not a maximal subgroup,
then it lies in a maximal subgroup from the class C5 (which contains the normalisers of classical
subgroups over a subfield of Fqu , see [30, §4.5, 4.6] for details). We use the notation of Lemma
3.2 in the following lemma.

Lemma 3.10. Let S ≤ Ĝ ∈ {GUn(q),GSpn(q)} be a quasi-primitive maximal solvable subgroup.
Recall that q = pf . If e = n = rl for some integer l and prime r, then the following hold:

(1) T = Z(F ) = CS(E) = Z(Ĝ);

(2) S = S1 · Z(Ĝ) where S1 = S ∩GLn(p
t), t divides f , and S1 lies in the normaliser M in

GLn(p
t) of an absolutely irreducible symplectic-type subgroup of GLn(p

t).

Proof. By [33, Lemma 2.10], (1) follows. Let W ≤ V be an irreducible Fqu [F ]-submodule.

By Theorem 3.2, F = Or′(Z) · F1 where F1 is extra-special of order r2l+1, so W is a faithful
irreducible Fqu [F1]-module. Therefore, by [30, Proposition 4.6.3], dimW = rl, and F1 is an

absolutely irreducible subgroup of Ĝ ∩ GLn(p
t) where Fpt is the smallest field over which such

a representation of F1 can be realised. In particular, t is the smallest positive integer for which
pt ≡ 1 mod |Z(F1)|. Moreover, by [36, Corollary 2.4.12], |Z(F1)| is either r or 4. By [36,

Theorem 2.4.12], S = S1 · Z(Ĝ) where S1 ≤ NGLn(pt)(F1) =M. □

Finally, we establish the bounds for bS .

Lemma 3.11.

(1) Let n ≥ 3 and (n, q) ̸= (3, 2). If S is a quasi-primitive maximal solvable subgroup of
GUn(q), then

bS(S · SUn(q)) ≤ 3.

(2) Let n ≥ 6. If S is a quasi-primitive maximal solvable subgroup of GSpn(q), then

bS(S · Spn(q)) ≤ 3.

Proof. Let Ĝ be S ·SUn(q) and S ·Spn(q), for cases (1) and (2) respectively. Let G = Ĝ/Z(Ĝ) ≤
PGLn(q

u) and let H be S/Z(Ĝ) ≤ G. Obviously,

bS(Ĝ) = bH(G).

If n ≥ 6 and for all x ∈ G of prime order

|xG ∩H| < |xG|(3c−4)/(3c),
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then bH(G) ≤ c by Lemma 2.9 and (2.11). Therefore, if n ≥ 6, then it suffices to show this
inequality with c = 3.

Let s := ν(x).We use bounds (2.12) and (2.13) for |xG|. In most cases the bound |xG∩H| ≤ |H|
is sufficient.

Part (1) of the lemma follows from (2.11), Lemma 3.9, bounds (2.12), Lemma 3.6 and (2) of
Lemma 3.8 for all q and for n ≥ 10. These bounds do not suffice when 6 ≤ n ≤ 9 and q = 2; here
the lemma is verified by computation. For n ≤ 5, with a finite number of exceptions verified by
computation, part (2) follows by [12, Tables 2 and 3] where bounds for base sizes for primitive
actions of classical groups with n ≤ 5 are listed. For n ̸= 4, an upper bound for the base size
is listed for all (up to conjugacy) irreducible maximal subgroups H. If n = 4, and the maximal
subgroup H is of type Sp4(q), then the corresponding action is equivalent to a subspace action
of an orthogonal group with socle PΩ−

6 (q). In this case, in the notation of Lemma 3.8, m = 1 by
Lemma 3.6 and e = 4 by [33, Corollary 2.6], so S is as in Lemma 3.10. So S lies in the maximal
subgroup of H of type 24.O−

4 (2) and bS(S · SU4(q)) ≤ 3 by [12, Table 3].
Part (2) of the lemma follows from (2.11), Lemma 3.9, bounds (2.12), Corollary 3.7 and (2)

of Lemma 3.8 for all q and for n ≥ 16. The list of cases when these bounds are not sufficient for
6 ≤ n ≤ 14 is finite. Using Remark 3.3 we reduce this list to 6 ≤ n ≤ 8 and q ∈ {2, 3, 5, 7}; here
the lemma is verified by computation. □

Theorem 3.12. Let G be GUn(q) or GSpn(q) in cases U and S respectively. Let S be a quasi-
primitive maximal solvable subgroup of G. In each case let (n, q) be such that G is not solvable.
Then either bS(S · (SLn(q

u)∩G)) ≤ 3, or G ∈ {GU2(5),GSp2(5)}, S is a completely irreducible
subgroup with S/Z(G) isomorphic to 22.Sp2(2) and bS(S · SL2(5)) = 4.

Proof. Lemma 3.11 gives us sufficient results for n ≥ 3 in caseU and for n ≥ 6 in case S. If n = 2,
then GSpn(q) = GL2(q) and PGUn(q) ∼= PGL2(q), so, by Lemma 2.13, bS(S ·(SLn(q

u)∩G)) ≤ 3
unless q = 5. For q = 5, in both cases U and S, the lemma is verified by computations.

Let S be a quasi-primitive maximal solvable subgroup of GSp4(q) and Ĝ = S ·Sp4(q). We use
notation from Lemmas 3.2 and 3.8. The proof splits into several cases depending on values of
e, m, and q.

Case e = 4. If e = 4, then m = 1, q is odd by Remark 3.3 and S is as in Lemma 3.10.
In particular, S lies in a maximal subgroup of Ĝ from C5 or C6. By [12, Tables 2 and 3],
bS(S · Sp4(q)) ≤ 3 for q > 3; for q = 3 the statement bS(S · Sp4(q)) ≤ 3 is established by
computation.

Let G and H be the image of Ĝ and S in PGSp4(q) under the natural homomorphism
respectively. In the remaining cases we claim that Q(G, 3) < 1 in (2.10).

Case e = 1. In this case, m = 4 and S lies in the normaliser N = T ⋊ ⟨φ⟩ of a Singer cycle
T of GL4(q) by Lemma 3.8(3). Here |φ| = 4 and tφ = tq for t ∈ T by [27, Chapter II, §7].
In particular, S ∩ T is irreducible and |S ∩ T | divides (q2 + 1)(q − 1) by Corollary 3.7. So
|H| ≤ 4(q2 + 1). By the proof of Lemma 3.9, ν(x) ≥ n/2 = 2 for all elements x ∈ H of prime
order.

All elements of of H having odd prime order lie in the image of S ∩ T in H, so there are at
most A1 := (q2 + 1) such elements. By [9, Lemma 3.34 and Proposition 3.36],

|xG| > (1/2)q4 =: B1

for semisimple x ∈ H of prime order.
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If q is even, then, since N = T ⋊ ⟨φ⟩ and ⟨φ⟩ is a Sylow 2-subgroup of N , all elements of
H of order 2 are conjugate in H, so there are at most q2 + 1 such elements. Assume that q
is odd. Let us compute the number of elements (λφi) ∈ S ≤ N such that (λφi)2 is scalar, so

(λφi)2 ∈ Z(Ĝ) = Z(GSpn(q)). Notice that |Z(GSpn(q))| = |Z(GLn(q))| = q − 1. Since

(λφi)2 = λq
4−i+1φ2i ∈ Z(Ĝ),

there are two possibilities: i = 4 and i = 2. If i = 4, then λ2 ∈ Z(Ĝ), so there are 2(q − 1)

such elements in T . In the second case λq
2+1 ∈ Z(Ĝ), so there are (q2+1)(q− 1) such elements.

Therefore, there are at most ((q2 + 1) + 2)− 1 = q2 + 2 =: A2 elements of order two in H. By
Lemma 2.25, |xG| > (1/8)q5/(q + 1) := B2.

Hence, by Lemma 2.18, Q(G, 3) ≤ A3
1/B

2
1+A

3
2/B

2
2 which is less than 1 for q > 9, so bH(G) ≥ 3.

If q < 9, then bS(Ĝ) ≤ 3 is established by computation.

Case e = 2. Note that q is odd by Remark 3.3. First, let us show that we can assume that S
is primitive. Indeed, if S is imprimitive, then there exists a system of imprimitivity

V = V1 ⊕ . . .⊕ Vk.

Let k be the maximum possible for S, so k ∈ {2, 4}. By carefully examining [31, Table 14] (where,
as mentioned in the beginning of the section, listed irreducible maximal solvable subgroups of
GSpn(q) for small n) and using [31, Theorem 24.9], we obtain that k = 2 and the Vi are totally
isotropic, as otherwise S it is metrically imprimitive and not quasi-primitive. Hence S lies in a
maximal group of GSp4(q) of type GL2(q).2 (see [30, Table 4.2.A]) and bS(Ĝ) ≤ 3 by [12, Table
2]. So further we assume that S is primitive.

Since
|S| = |S/C| · |T/U | · |U | · |C/F | · |F/T |,

by (6) of Lemma 3.2, |S| divides 2 · 2 · (q2 − 1) · |Sp2(2)| · e2. Therefore, |H| divides 96(q + 1).
Let x ∈ H have prime order r. Let Q1, Q2 and Q3 be∑

x∈P;r ̸∈{2,3}

fpr(x)3,
∑

x∈P;r=2

fpr(x)3 and
∑

x∈P;r=3

fpr(x)3

respectively, so Q(G, 3) ≤ Q1 +Q2 +Q3. We find upper bounds for Qi, i ∈ {1, 2, 3}.
If r ̸= 2, 3 then r divides q + 1 and, since r does not divide n, by Lemma 2.22 x has a

preimage x̂ ∈ U of order r. Hence, by the proof of Lemma 3.9, ν(x) ≥ 2. Since U is a normal
cyclic subgroup of order dividing q + 1, the number of elements of H of prime power not equal
to 2 or 3 is at most A1 := q. By [9, Proposition 3.36], |xG| > (1/2)q4 =: B1. By Lemma 2.18

Q1 ≤ A2
1/B

2
1 = 1/(4q5).

We use results summarised in the following remark to estimate |xG ∩H| for r ∈ {2, 3}.

Remark 3.13. Let r ∈ {2, 3}. For L ≤ GLn(q) let

cr(L) = |{g ∈ L : gr ∈ Z(GLn(q))}|.
Notice that |xG∩H| ≤ cr(S)/|Z(Sp4(q))| for x ∈ S/Z(Sp4(q)) of prime order. Here we compute
cr(L) for some specific groups.

By [37, §21, Theorem 6] and [36, Chapter 5], a primitive maximal solvable subgroup of GL2(q)
is conjugate to either the normaliser of a Singer cycle or to a certain subgroup of order 24(q−1).
We follow [36, Chapter 5] and denote the normaliser of a Singer cycle of GL2(q) by M2 and the
primitive maximal solvable subgroup of order 24(q − 1) by M3 and M4 for q ≡ 3 mod 4 and
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q ≡ 1 mod 4 respectively. Explicit generating sets of M3 and M4 are listed in [36, §5.2]. It is
routine to check thatM3 andM4 contain Z(GL2(q)), c2(Mi) = 10(q−1) and c3(Mi) = 9(q−1) for
both i = 3, 4. Notice that c3(M2) = (3, q+1) · (q−1), since all g ∈M2 such that g3 ∈ Z(GL2(q))
lie in the Singer cycle which is a normal subgroup of M2. Using the same method as for the case
m = 4 (when S lies in the normaliser of a Singer cycle), we obtain c2(M2) = (q + 3)(q − 1).

Since S is primitive, it lies in a primitive maximal solvable subgroup M of GLn(q). Since
e = 2, M =M6 (see [36, §8.1] for the definition). By [36, Proposition 8.2.1],

M =M2 ⊗Mi

where Mi is defined in Remark 3.13 for i = 2, 3, 4. Recall also the values of cr(Mi) for r =
2, 3 from Remark 3.13. Now, since M2 ⊗ I2 and I2 ⊗Mi contain Z(GL4(q)), we deduce that
c2(M) = (q + 3) · 10(q − 1) and c3(M) = (3, q + 1) · 9(q − 1). So there are 9(3, q + 1) elements
g of M/Z(GL4(q)) such that g3 = 1 and, therefore, A3 := 9(3, q + 1) − 1 elements of order 3.
Similarly, there are A2 := 10(q + 3)− 1 elements of order 2 in M/Z(GL4(q)).

If r = 2, then x is semisimple and |xG| > B2 := (1/4)q4 by [9, Table 3.8]. So, by Lemma 2.18,

Q2 ≤ A3
2/B

2
2 =

(10(q + 3)− 1)3

((1/4)q4)2
.

If r = 2, then |xG| > B3 := (1/8)(q/(q + 1))q3 by Lemma 2.25. So, by Lemma 2.18,

Q3 ≤ A3
3/B

2
3 =

(9(3, q + 1)− 1)3

((1/8)(q/(q + 1))q3)2
.

Computations show thatQ(G, 3) ≤ Q1+Q2+Q3 < 1 for q > 11. If q ≤ 11, then bS(Sp4(q)) ≤ 3
is established by computation. □

3.2. Imprimitive irreducible subgroups. We commence by obtaining a result about the
group of monomial matrices in GUn(q). Recall that by default we assume that GUn(q) is
GUn(q, In), the general unitary group with respect to an orthonormal basis of V . We combine
this result with those of the previous section to obtain an upper bound to bS(S ·(SLn(q

u)∩G)) for
those maximal solvable subgroups S of G ∈ {GUn(q),GSpn(q)} which are not quasi-primitive.

For a ∈ F∗
qu let B(n, a) and C(n, a) be the following n× n matrices:

B(n, a) =



a a 0 0 0 . . . 0
a2 −a2 a 0 0 . . . 0
a3 −a3 −a2 a 0 . . .

. . .
. . .

a(n−2) −a(n−2) −a(n−3) . . . −a2 a 0

a(n−1) −a(n−1) −a(n−2) . . . −a3 −a2 a

a(n−1) −a(n−1) −a(n−2) . . . −a3 −a2 −a


;
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C(n, a) =



√
a2 + 1 a 0 0 . . . 0√
a2 + 1 (a+ a−1) a−1 0 . . . 0√
a2 + 1 (a+ a−1) (a+ a−1) a . . . 0

...
...

...√
a2 + 1 (a+ a−1) . . . (a+ a−1) (a+ a−1) a(−1)n

α δ . . . δ δ δ


.

Here n ≥ 3 for B(n, a) and C(n, a). Denote by B′(n, a) the matrix B(n, a)π, where π is the
permutation matrix for the permutation (1, n)(2, n− 1) . . . ([n/2], [n/2+3/2]). If n is even, then

α = a and δ =
√
a2 + 1 in C(n, a). If n is odd, then α = 1 and δ = a−1

√
a2 + 1.

Lemma 3.14. Let Mn(q) be the group of all monomial matrices in GLn(q) and MUn(q) :=
Mn(q

2) ∩GUn(q).

(1) If q is odd and a ∈ Fq2 satisfies aq+1 = 2−1, then

MUn(q) ∩MUn(q)
B(n,a) ∩MUn(q)

B′(n,a) ≤ Z(GUn(q))

for n ≥ 3.
(2) If q is even and 1 ̸= a ∈ F∗

q (so q > 2), then

MUn(q) ∩MUn(q)
C(n,a) ≤ Z(GUn(q))

for n ≥ 3.
(3) If q ≥ 4, then bMU2(q)(GU2(q)) ≤ 3.
(4) If n = 4, then bMUn(2)(GUn(2)) = 4. If n > 4, then bMUn(2)(GUn(2)) ≤ 3.

Proof. (1) Since q is odd, there always exists a ∈ Fq2 such that aq+1 = 2−1. Indeed, let η be

a generator of F∗
q2 and θ = ηq+1, so θ is a generator of F∗

q . Thus, θ
k = 2−1 for some integer k.

Therefore, (ηk)q+1 = 2−1. It is routine to check that B(n, a) and B′(n, a) lie in GUn(q) for such
a.

Consider g ∈ MUn(q) ∩MUn(q)
B(n,a), so

g = diag(g1, . . . , gn)r,

where r ∈ Sym(n) and gi ∈ F∗
q2 .

Let β = {v1, . . . , vn} be the orthonormal basis of V such that GUn(q) = GUn(q, fβ). Since g
is monomial, it stabilises the decomposition

⟨v1⟩ ⊕ . . .⊕ ⟨vn⟩.

Since g ∈ GUn(q)
B(n,a), it stabilises the decomposition

⟨(v1)B(n, a)⟩ ⊕ . . .⊕ ⟨(vn)B(n, a)⟩.
We write wi for (vi)B(n, a). Notice that

wi =


av1 + av2 if i = 1;

aiv1 − aiv2 − ai−1v3 . . .− a2vi + avi+1 if 1 < i < n;

an−1v1 − an−1v2 − an−2v3 . . .− a2vn−1 − avn if i = n.

Since g is monomial, wi and (wi)g have the same number of non-zero entries (which is i + 1
for i ̸= n and n for i = n) in the decomposition with respect to β. Therefore, (wi)g ∈ ⟨wi⟩ for
i < n − 1, so r must fix {1, 2} and points 3, . . . , n. Thus, (wn−1)g is either δwn−1 or δwn for



BASE SIZES FOR FINITE UNITARY AND SYMPLECTIC GROUPS WITH SOLVABLE STABILISERS 23

some δ ∈ Fq2 . If r fixes the point 1, then δ = g1 = g2 = . . . = gn−1 = ±gn; if (1)r = 2, then

δ = −g1 = −g2 = g3 = . . . = gn−1 = ±gn. It is easy to see that MUn(q) ∩MUn(q)
B(n,q) lies in

{diag((−1)iα, (−1)iα, α, . . . , α,±α) · (1, 2)i | α ∈ Fq2 ; i ∈ {0, 1}}.

Therefore, MUn(q) ∩MUn(q)
B(n,q)π = (MUn(q) ∩MUn(q)

B(n,q))π lies in

{diag((−1)iα, (−1)iα, α, . . . , α,±α) · (1, 2)i | α ∈ Fq2 ; i ∈ {0, 1}}π

⊆{diag(±α, α, . . . , α, (−1)iα, (−1)iα) · (n, n− 1)i | α ∈ Fq2 ; i ∈ {0, 1}}
and

MUn(q) ∩MUn(q)
B(n,q) ∩MUn(q)

B(n,q)π ≤ Z(GUn(q)).

(2) Let 1 ̸= a ∈ Fq. Since ϕ : Fq → Fq mapping x to x2 is a Frobenius automorphism of Fq,
every element of Fq has a unique square root in Fq. Therefore, the matrix C(n, a) exists and
lies in GUn(q).

Suppose that n ≥ 3 is odd and consider g ∈ MUn(q) ∩MUn(q)
C(n,a), so

g = diag(g1, . . . , gn)r.

Let β = {v1, . . . , vn} be the orthonormal basis as in (1). Since g is monomial, it stabilises the
decomposition

⟨v1⟩ ⊕ . . .⊕ ⟨vn⟩.
Since g ∈ MUn(q)

C(n,a), it stabilises the decomposition

⟨(v1)C(n, a)⟩ ⊕ . . .⊕ ⟨(vn)C(n, a)⟩.
We write wi for (vi)C(n, a). Notice that

w1 =
√
a2 + 1v1 + av2;

wn = αv1 + δv2 + . . .+ δvn−1 + δvn,

and if 1 < i < n, then

wi =

{√
a2 + 1v1 + (a+ a−1)v2 + . . .+ (a+ a−1)vi + avi+1 if i is odd;√
a2 + 1v1 + (a+ a−1)v2 + . . .+ (a+ a−1)vi +−avi+1 if i is even.

Since g is monomial, wi and (wi)g have the same number of non-zero entries (which is i + 1
for i ̸= n and n for i = n) in the decomposition with respect to β. Therefore, (wi)g ∈ ⟨wi⟩ for
i < n− 1, so r must fix {1, 2} and points 3, . . . , n. Assume that (1)r = 2, so

(w1)g = g1
√
a2 + 1v2 + g2av1.

Since (w1)g ∈ ⟨w1⟩,
g1
√
a2 + 1v2 + g2av1 = γ(

√
a2 + 1v1 + av2)

for some γ ∈ Fq2 . Calculations show that g2(g1)
−1 = 1+a−2. Notice that gq+1

1 = gq+1
2 = 1, since

g ∈ MUn(q). Hence (g2(g1)
−1)q+1 must be 1. However,

(1 + a−2)q+1 = (1 + a−2)2 = 1 + a−4 ̸= 1.

So r must fix the points 1 and 2.
Since (wn−2)g ∈ ⟨wn−2⟩, we obtain g1 = . . . = gn−1. Assume that (wn−1)g = γwn for some

γ ∈ Fq2 . Then g1 = γ
√
a2 + 1 and gn = γ(

√
a2 + 1)−1. Since (gi)

q+1 = 1 for all i = 1, . . . , n,

γq+1(a2 + 1) = γq+1(a2 + 1)−1 = 1.
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Therefore, a2 + 1 must be equal to (a2 + 1)−1, which is not true since

(a2 + 1)2 = a4 + 1 ̸= 1.

Thus, (wn−1)g = γwn−1 and g is a scalar.
The proof of (2) for even n is analogous to that for odd n.

(3) For q = 5 the statement is verified by computation. For q ̸= 5 the statement follows from
Lemma 2.13 since SU2(q) ∼= SL2(q).

(4) For n < 7 the statement is verified by computation. Assume n ≥ 7. Let a be a generator
of F∗

4, so a
2 = a + 1 and a3 = 1. Let β = {v1, . . . , vn} be the orthonormal basis of V such that

GUn(q) = GUn(q, fβ). Let E(n, a) ∈ GUn(2) be defined as follows. If n is even, then

(vi)E(n, a) = wi =


v1 if i = 1;∑n

j=2 vj if i = 2;

(a+ 1)vi + avi+1 +
∑n

j=i+2 vj if i is odd and 3 ≤ i ≤ n;

avi + (a+ 1)vi+1 +
∑n

j=i+2 vj if i is even and 3 ≤ i ≤ n.

If n is odd, then

(vi)E(n, a) = wi =


∑n

j=1 vj if i = 1;

(a+ 1)vi + avi+1 +
∑n

j=i+2 vj if i is even and 2 ≤ i ≤ n;

avi + (a+ 1)vi+1 +
∑n

j=i+2 vj if i is odd and 2 ≤ i ≤ n.

For example, E(8, a) is

1 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1
0 a+ 1 a 1 1 1 1 1
0 a a+ 1 1 1 1 1 1
0 0 0 a+ 1 a 1 1 1
0 0 0 a a+ 1 1 1 1
0 0 0 0 0 a+ 1 a 1
0 0 0 0 0 a a+ 1 1


.

We obtain E(7, a) by deleting the first row and the first column in E(8, a). It is routine to verify
that E(n, a) ∈ GUn(2).

Let π ∈ GUn(2) be the permutation matrix corresponding to the permutation

(1, n)(3, n− 1)(5, n− 2)(6, 7, . . . , n− 3) if n is even;

(1, n)(3, n− 1)(5, 6, 7, . . . , n− 3) if n is odd.

We claim that MUn(2) ∩MUn(2)
E(n,a) ∩ MUn(2)

E(n,a)π ≤ Z(GUn(2)). We prove this for even
n; the proof is analogous for odd n.

Consider g ∈ MUn(2) ∩MUn(2)
E(n,a), so

g = diag(g1, . . . , gn)r,

where r ∈ Sym(n) and gi ∈ F∗
4. Since g is monomial, it stabilises the decomposition

⟨v1⟩ ⊕ . . .⊕ ⟨vn⟩.
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Since g ∈ MUn(2)
E(n,a), it stabilises the decomposition

⟨w1⟩ ⊕ . . .⊕ ⟨wn⟩.

Since g is monomial, wi and (wi)g have the same number of non-zero entries in the decomposition
with respect to β. Therefore, (wi)g ∈ ⟨wn−2, wn−1, wn⟩ for n − 2 ≤ i ≤ n, so r must fix
{n − 2, n− 1, n}. If i ∈ {n − 4, n− 3}, then (wi)g ∈ ⟨wn−4, wn−3⟩, so r must fix {n − 4, . . . , n}
and, therefore, {n− 4, n− 3}. Continuing this process, we obtain that r fixes

{1}, {2, 3}, {4, 5}, . . . , {n− 4, n− 3}, {n− 2, n− 1, n}. (3.1)

Now assume g ∈ MUn(2) ∩MUn(2)
E(n,a)π . The above arguments show that r must fix

{(1)π}, {(2)π, (3)π}, {(4)π, (5)π}, . . . , {(n− 4)π, (n− 3)π}, {(n− 2)π, (n− 1)π, (n)π}

which are

{n}, {2, n− 1}, {4, n− 2}, {7, 8}, . . . , {n− 3, 6}, {1, 3, 4}.
Combining this with (3.1) we obtain that r is a trivial permutation, so g is diagonal.

Observe that (w2)g = (0, g2, g3, . . . , gn) with respect to β. Since (w2)g ∈ ⟨w2, w3, w4⟩,

g4 = g5 = . . . = gn.

So g = diag(g1, g2, g3, λ, . . . , λ) for some λ ∈ F∗
4. Let ui = (vi)E(n, a)π. Therefore,

u2 = (1, . . . , 1, 0)

un−1 = (1, a+ 1, 1, . . . , 1, a, 0)

u4 = (1, a, 1, . . . , 1, a+ 1, 0)

are the only vectors in {u1, . . . , un} that have n− 1 non-zero entries in the decomposition with

respect to β. Hence (u2)g lies in ⟨u2⟩, ⟨un−1⟩, or ⟨u4⟩ since g ∈ MUn(2)
E(n,a)π and stabilises the

decomposition

⟨u1⟩ ⊕ . . .⊕ ⟨un⟩.
Notice that (u2)g = (g1, g2, g3, λ, . . . , λ, 0) Hence (u2)g ∈ ⟨u2⟩ and g1 = g2 = g3 = λ. So
g = λIn ∈ Z(GUn(q)). Therefore,

MUn(2) ∩MUn(2)
E(n,a) ∩MUn(2)

E(n,a)π ≤ Z(GUn(2)). □

Remark 3.15. In Lemma 3.14 each statement of (1)-(4) can be written as

S ∩ Sx1 ∩ . . . ∩ Sxt ≤ Z(GUn(q))

for xi ∈ GUn(q) with suitable S. In each case we can assume xi ∈ SUn(q). Indeed, if det(xi) ̸= 1,
then ai = diag(det(xi)

−1, 1 . . . , 1) ∈ S since S is the group of all monomial matrices in GUn(q),
so Saixi = Sxi .

Theorem 3.16. Let Z(GUm(q)) ≤ H ≤ GUm(q). Assume that there exist a, b ∈ GUm(q) such
that

H ∩Ha ∩Hb ≤ Z(GUm(q)).

Let M = (F∗
q2)

q−1 ≀ Γ for Γ ≤ Sym(k), so M is a subgroup of monomial matrices in GUk(q).

Assume that there exist x, y ∈ GUk(q) such that

M ∩Mx ∩My ≤ Z(GUk(q)).
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Denote

X = Im ⊗ x A = a⊗ Ik

Y = Im ⊗ y B = b⊗ Ik.

If n = mk and S = H ≀ Γ ≤ GUn(q), then

S ∩ SAX ∩ SBY ≤ Z(GUn(q)).

Proof. Consider h ∈ S ∩ SAX , so h = gAX where g ∈ S. Hence

gA = diag[g1, . . . , gk] · π,

where gi ∈ Ha and π = Im ⊗ π1 for some π1 ∈ Sym(k). If

x =

x11 . . . x1k
...

...
xk1 . . . xkk

 , then x−1 =

x
q
11 . . . xqk1
...

...
xq1k . . . xqkk

 ,

since x ∈ GUk(q), and

X =

x11Im . . . x1kIm
...

...
xk1Im . . . xkkIm

 .

Here xij ∈ Fq2. The i-th (k × k)-row of X−1gA is equal to

(xq
(1)π−1

1 i
g(1)π−1

1
, . . . , xq

(k)π−1
1 i
g(k)π−1

1
). (3.2)

Let j be such that the (i, j)-th (m×m)-block of h is not zero (there is only one such j for given
i since h ∈ S). Consider the system of linear equations with variables Z1, . . . , Zk ∈ Ha

x11Z1 + x21Z2 + . . .+ xk1Zk = 0

...

x1jZ1 + x2jZ2 + . . .+ xkjZk = 0

...

x1kZ1 + x2kZ2 + . . .+ xkkZk = 0,

(3.3)

where we exclude the (underlined) j-th equation. Thus, (3.3) consist of k−1 linearly independent
equations. If we fix Zk to be some matrix from GLn(q

2), then Zi for i = 1, . . . , k − 1 are
determined uniquely. It is routine to check that

(xq1jD, . . . , x
q
kjD) where D ∈ GLn(q

2)

is a solution for the system (3.3).
Notice that the row (3.2) must be a solution of (3.3), since X−1gAX = h ∈ S. Therefore, by

fixing Zk to be xqkjDi := xq
(k)π−1

1 i
g(k)π−1

1
, we obtain

(xq
(1)π−1

1 i
g(1)π−1

1
, . . . , xq

(k)π−1
1 i
g(k)π−1

1
) = (xq1jDi, . . . , x

q
kjDi)

for some Di ∈ αHa, α ∈ F∗
q2 , since gi ∈ Ha. Thus,

h = diag[h1, . . . , hk] · σ
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where hi = Di. Therefore, αq+1 = 1 and Di ∈ Ha, since hi ∈ GUm(q). So hi ∈ H ∩ Ha and
σ ∈ Im ⊗ Sym(k).

Assume that h ∈ S ∩SBY , so h = (g′)BY for g′ ∈ S. The same argument as above shows that

h = diag[h1, . . . , hk] · σ

where hi ∈ H ∩Hb and σ ∈ Im ⊗ Sym(k).
Therefore, if h ∈ S ∩ SAX ∩ SBY then hi = λiIm ∈ H ∩ Ha ∩ Hb for some λi ∈ F∗

q2 with

λq+1
i = 1. So gA, g′B ∈ Im ⊗M and

h ∈ Im ⊗ (M ∩Mx ∩My) ≤ Z(GUn(q)). □

Remark 3.17. If a, b ∈ SUm(q) and x, y ∈ SUk(q) in Theorem 3.16, then AX,BY ∈ SUn(q),
since AX = a⊗ x and BY = b⊗ y.

Lemma 3.18. Let Z(GUm(q)) ≤ Hi ≤ GUm(q) for i ∈ {1, . . . , k} such that GUk(q) is not
solvable. Assume that there exist ai, bi ∈ GUm(q) such that

Hi ∩Hai
i ∩Hbi

i ≤ Z(GUm(q)).

Let H = {diag[h1, . . . , hk] | hi ∈ Hi} ≤ GUmk(q), so H = H1 × . . . × Hk. Then there exist
A,B ∈ GUmk(q) such that H ∩HA ∩HB ≤ Z(GUmk(q)).

Proof. Let D be the subgroup of all diagonal matrices in GUk(q) = GUk(q, Ik). By Theorem
2.10, there exists x ∈ GUk(q) such that D ∩ Dx ≤ Z(GUk(q)). Let X = (Im ⊗ x), A =
diag[a1, . . . , ak]X and B = diag[b1, . . . , bk].

Consider h ∈ H ∩HA, so h = gA where g ∈ H. Hence

gA = diag[g1, . . . , gk]
X

where gi ∈ H ia
i . The same arguments as in the proof of Theorem 3.16 below (3.2) (with j = i and

π trivial) show that h = diag[h1, . . . , hk] with hi ∈ Hi∩Hai
i . Assume that, in addition, h ∈ ∩HB;

then, clearly, hi ∈ Hi ∩Hai
i ∩Hbi

i ≤ Z(GUm(q)). Therefore, hX
−1

= gdiag[a1,...,gk] ∈ Im ⊗D, so
h ∈ Im ⊗ (D ∩Dx) ≤ Z(GUmk(q)). □

Lemma 3.19. Let k ∈ {2, 4, 6, 8}. Let H be an irreducible subgroup of GU(V ) that stabilises
the decomposition

V = V1 ⊕ . . .⊕ Vk

as in (2) of Lemma 2.6, so each Vi is totally isotropic and dimVi = m, where n = km. Denote
StabH(V1)|V1 ≤ GL(V1) by H1. If there exist a, b ∈ GL(V1) (respectively SL(V1)) such that

H1 ∩Ha
1 ∩Hb

1 ≤ Z(GL(V1)),

then there exist A,B ∈ GU(V ) (respectively SU(V )) such that

H ∩HA ∩HB ≤ Z(GU(V )).

Proof. Let α ∈ F∗
q2 be such that α+αq = 0. Such α always exists. Indeed, if q is even, then α can

be an arbitrary element of F∗
q . Assume that q is odd and η is a generator of F∗

q2 , so η
(q2−1)/2 = −1

is the unique element of order 2 in F∗
q2 . Let α = η(q+1)/2, therefore, αq−1 = −1 and αq = −α, so

α+ αq = 0.
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Assume k = 2. Let β be a basis as in (2.3). Since V1 is totally isotropic, we can assume that
V1 = ⟨f1, . . . , fm⟩ by Lemma 2.4. Every v ∈ V has a unique decomposition v = v1 + v2, vi ∈ Vi.
Define the projection operators πi : V → Vi by (v)πi = vi for i = 1, 2. Notice that

(fi, ej) = (fi, (ej)π1 + (ej)π2) = (fi, (ej)π2)

since V1 is totally isotropic. Also ((ei)π2, (ej)π2) = 0 since V2 is totally isotropic. Therefore, the
form f has matrix fβ1 = J2m with respect to the basis β1 = {f1, . . . , fm, (e1)π2, . . . , (em)π2}. In
other words, we can assume that

V2 = ⟨e1, . . . , em⟩.

Therefore, applying the above argument to each Ui = V2i−1 ⊕ V2i for i ∈ {1, 2, 3}, we obtain
a basis

β = {f11, . . . , f1m, e11, . . . , e1m, . . . , f(k/2)1, . . . , f(k/2)m, e(k/2)1, . . . , e(k/2)m}

of V such that fβ = J2m ⊗ Ik/2 and V2i−1 = ⟨fi1, . . . , fim⟩, V2i = ⟨ei1, . . . , eim⟩.
Recall that g† = (g⊤)−1 for g ∈ GUn(q). For x ∈ GLm(q2), denote by X(k, x) the initial

(k × k)-submatrix of the matrix

X(x) =



αx x αx x 0 0 0 0
0 (αx)† 0 0 0 0 0 0
0 −x 0 x 0 0 0 0
0 0 x† −(αx)† x† −(αx)† 0 0
0 0 0 0 αx x 0 0
0 (αx)† 0 −(αx)† 0 (αx)† x† −(αx)†

0 0 0 0 0 0 αx x
0 0 0 0 x† −(αx)† 0 (αx)†


.

It is routine to check that X(k, x) ∈ GUn(q, fβ). If g ∈ Hβ ∩HX(k,a)
β , then g stabilises both

V = V1 ⊕ . . .⊕ Vk, (3.4)

and

V = (V1)X(k, a)⊕ . . .⊕ (Vk)X(k, a). (3.5)

Let k = 8 and v ∈ V . Since g stabilises (3.4), (v)g and v have the same number of non-
zero projections on the Vi. Hence g stabilises (V2)X(k, a) and V2 because (V2)X(k, a) is the only
subspace in (3.5) which has only one non-zero projection on the Vi. Therefore, g stabilises V1 and
(V2)X(k, a) because they are the only subspaces which are not orthogonal to V2 and (V2)X(k, a)
respectively in decompositions (3.4) and (3.5). Since g stabilises V2, it stabilises (V3)X(k, a),
so g also stabilises V3, V4 and (V4)X(k, a). Since g stabilises (V4)X(k, a), it stabilises V5 ⊕ V6,
so it stabilises (V5)X(k, a) and (V6)X(k, a). Now it is easy to see that g must stabilise V5 and
V6. Since g stabilises (V7)X(k, a) ⊕ (V8)X(k, a), it stabilises (V8)X(k, a), so g stabilises V8 and

V7. Therefore, g stabilises all subspaces in (3.4) and (3.5), so g = diag[g1, g
†
1, . . . , gk/2, g

†
k/2] with

gi ∈ H1.
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Since X(x)−1 = fβX(x)
⊤
fβ,

X(x)−1 =



(αx)−1 x⊤ 0 −x⊤ 0 0 0 0
0 (αx)⊤ 0 0 0 0 0 0

0 x⊤ −(αx)−1 x⊤ −(αx)−1 0 0 0
0 (αx)⊤ x−1 0 0 0 0 0
0 0 −(αx)−1 0 (αx)−1 x⊤ −(αx)−1 0
0 0 x−1 0 0 (αx)⊤ x−1 0
0 0 0 0 −(αx)−1 0 (αx)−1 x⊤

0 0 0 0 x−1 0 0 (αx)⊤


.

A similar argument to the above shows that if h = gX(k,a)−1 ∈ Hβ ∩ H
X(k,a)−1

β , then h =

diag[h1, h
†
1, . . . , hk/2, h

†
k/2] with hi ∈ H1. Calculations show that if the equation hX(k,a) = g

holds, then 

gi = g(2i− 1, 2i− 1) = hai for i ∈ {1, 2, 3, 4}
0 = g(1, 2) = (αa)−1h1a+ a⊤h†1(αa)

† = α−1(ha1 − (ha1)
†);

0 = g(1, 3) = (αa)−1h1(αa)− a⊤h†2a
† = ha1 − (ha2)

†;

0 = g(1, 5) = −x⊤h†2a† + (αa)−1h3(αa) = ha3 − (ha2)
†;

0 = g(8, 5) = a−1h3(αa) + (αa)⊤h∗4a
† = α(ha3 − (ha4)

†).

So ha1 = g1 = g†1 . . . = gk/2 = g†k/2 and g1 ∈ H1 ∩Ha
1 .

If g ∈ Hβ ∩ H
X(k,a)
β ∩ H

X(k,b)
β , then the same argument with a replaced by b shows that

g = diag[g1, . . . , g1] and g1 ∈ H1 ∩Ha
1 ∩Hb

1, so g ∈ Z(GU2m(q, fβ)).
The proof for k ∈ {2, 4, 6} is analogous.
Calculations show that if x ∈ SLm(q), then

det(X(k, x)) =

{
1 for k = 4, 8;

(−1)m for k = 2, 6.

Consider A = diag[αIm, α
†Im, Im, . . . , Im] ∈ GUn(q, fβ). Notice that det(A) = (−1)m. Repeat-

ing the arguments above, one can show that

Hβ ∩HAX(k,a)
β ∩HAX(k,b)

β ≤ Z(GUn(q, fβ)).

Notice that X(k, a), X(k, b) ∈ SUn(q, fβ) for k = 4, 8 and AX(k, a), AX(k, b) ∈ SUn(q, fβ) for
k = 2, 6. □

Lemma 3.20. Let n = mk for integers m ≥ 3 and k ≥ 2.

(1) If S = GU2(2) ≀ Sym(k), then bS(S · SU2k(2)) ≤ 3.
(2) If S = GU2(q) ≀ Sym(k), q ∈ {3, 5}, then bS(S · SU2k(3)) ≤ 3.
(3) If S = GU3(2) ≀ Sym(k), then bS(S · SU3k(2)) ≤ 3.
(4) Let N be a quasi-primitive maximal solvable subgroup of GUm(2). If S = N ≀ Sym(k)

with k ∈ {2, 3, 4}, then bS(S · SUkm(2)) ≤ 3.
(5) Let N be a quasi-primitive maximal solvable subgroup of GUm(3). If S = N ≀ Sym(2),

then bS(S · SU2m(3)) ≤ 3.

Proof. Notice that S · SUn(q) = GUn(q) for (1) – (2).
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(1) Notice that λq+1 = 1 for q = 2 and λ ∈ F∗
q2 . Therefore, since a row v of a matrix in

GUn(q) satisfies f(v, v) = 1, every matrix in GU2(2) is monomial. Thus,

S = GU2(2) ≀ Sym(k) ≤ MU2k(q)

and the statement for k > 2 follows by (4) of Lemma 3.14. The case k = 2 is verified by
computation.

(2) For k ∈ {2, 3} we verify the statement by computation, so assume k ≥ 4. Let β =
{v11, v12, v21, v22, . . . , vk1, vk2} be an orthonormal basis of V such that S stabilises the decom-
position V1 ⊕ . . .⊕ Vk with Vi = ⟨vi1, vi2⟩. Define a basis β1 = {w11, w12, w21, w22, . . . , wk1, wk2}
by the following rule:

(w11, w21, . . . , wk1) = (v12, v21, . . . , vk1)B(k, a);

(w12, w22, . . . , wk2) = (v22, v32, . . . , vk2, v12)B(k, a).

Here a and B(k, a) are as in (1) of Lemma 3.14. Denote the change-of-basis matrix from β1 to
β by y. For example, if k = 4, then

y =



a a
a a

a2 −a2 a
a2 −a2 a

a3 −a3 −a2 a
a a3 −a3 −a2

a3 −a3 −a2 −a
−a a3 −a3 −a2


.

We use blanks instead of zeroes in the matrix. It is routine to verify that β1 is orthonormal, so
y ∈ GU2k(3). Observe g ∈ S ∩ Sy stabilises the decompositions

V1 ⊕ . . .⊕ Vk and W1 ⊕ . . .⊕Wk,

where Wi = ⟨wi1, wi2⟩.
Notice that w11 has non-zero entries only in two Vi-s, so (w11)g also must have non-zero

entries only in two Vi-s. It is easy to see that a vector from Wj for j > 1 has non-zero entries
in at least three Vi-s. Thus, g stabilises W1. The same argument shows that g must stabilise
Wi for i = 1, . . . , k − 2. Notice that (wij)g lies either in ⟨wi1⟩ or ⟨wi2⟩ for i = 1, . . . , k − 2, since
otherwise it would have non-zero entries in more Vi-s than wij .

Assume that (w11)g ∈ ⟨w12⟩. Therefore, (w12)g ∈ ⟨w11⟩, so either

(V1)g = V2, (V2)g = V3, (V3)g = V1,

or
(V1)g = V3, (V2)g = V2, (V3)g = V1.

In both cases (w22)g cannot lie in either ⟨w21⟩ or ⟨w22⟩, which is a contradiction. So g stabilises
⟨w11⟩ and, therefore, it stabilises ⟨w12⟩, since ⟨w12⟩ is the orthogonal complement of ⟨w11⟩ inW1.
Therefore, g stabilises V1, V2 and V3. The same argument shows that g stabilises V1, . . . , Vk−1,
so g stabilises Vk as well. Thus, g stabilises

⟨w11⟩, ⟨w12⟩, . . . , ⟨w(k−2)1⟩, ⟨w(k−2)2⟩,
which implies that g stabilises ⟨v11⟩, ⟨v12⟩, . . . , ⟨vk1⟩, ⟨vk2⟩. So

g = diag(g11, g12, . . . , gk1, gk2).
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Since (w11)g ∈ ⟨w11⟩, g11 = g21. Applying the same argument to all wij for i = 1, . . . , k − 2 and
j = 1, 2 we obtain that g is scalar.

(3) For k ≤ 3 the statement is verified by computation, so assume k ≥ 4. Fix

β = {v11, v12, v13, v21, . . . , vk3}

to be the initial orthonormal basis, so g ∈ S stabilises the decomposition

V = V1 ⊕ . . .⊕ Vk, (3.6)

where Vi = ⟨vi1, vi2, vi3⟩. Let x be the permutation matrix for the permutation (1, 2, . . . , n)
where n = 3k. Consider g ∈ S ∩ Sx. We claim that g is monomial. Indeed, since g ∈ Sx, it
stabilises the decomposition

V = (V1)x⊕ . . .⊕ (Vk)x = ⟨v12, v13, v21⟩ ⊕ . . .⊕ ⟨vk2, vk3, v11⟩, (3.7)

so it permutes subspaces ⟨v11⟩, ⟨v21⟩, . . . , ⟨vk1⟩ and ⟨v12, v13⟩, ⟨v22, v23⟩, . . . , ⟨vk2, vk3⟩. Thus, g
consists of (1× 1) and (2× 2) blocks which lie in GU1(2) and GU2(2) = MU2(2), respectively.

Define a basis β1 = {w11, w12, w13, w21, . . . , wk3} as follows:

w11 = (

k−1∑
i=1

3∑
j=1

vij) + vk1 + ((1 + (−1)k)/2)vk2

w12 = v11 + v12 + vk3

w13 = v11 + v21 + vk3

ws1 = v11 + v(s−1)3 + vk3

ws2 = v11 + vs2 + vk3

ws3 = v11 + v(s+1)1 + vk3

wk1 = v11 + v(k−1)3 + vk3

wk2 = v11 + vk2 + vk3

wk3 = ((1 + (−1)k)/2)v12 + v13 + (

k∑
i=2

3∑
j=1

vij).

Here 1 < s < k. Denote the change-of-basis matrix from β1 to β by y. For example, if k = 3,
then

y =



1 1 1 1 1 1 1 0 0
1 1 0 0 0 0 0 0 1
1 0 0 1 0 0 0 0 1
1 0 1 0 0 0 0 0 1
1 0 0 0 1 0 0 0 1
1 0 0 0 0 0 1 0 1
1 0 0 0 0 1 0 0 1
1 0 0 0 0 0 0 1 1
0 0 1 1 1 1 1 1 1


.

It is routine to verify that β1 is orthonormal, so y ∈ GU3k(2). If g ∈ S ∩ Sx ∩ Sy, then g
stabilises decompositions (3.6), (3.7) and

V =W1 ⊕ . . .⊕Wk,
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where Wi = ⟨wi1, wi2, wi3⟩. Since g is monomial, wij and (wij)g have the same number of non-
zero entries in the decomposition with respect to β. Therefore, (w11)g can lie either in W1 or
in Wk. Assume that (w11)g ∈ Wk, so (W1)g = Wk. If a vector in Wk has the same number of
non-zero entries in the decomposition with respect to β as w11, then its first 1+ ((1+ (−1)k)/2)
entries are zero. So g must permute subspace ⟨v11, v12⟩ with ⟨vk2, vk3⟩ for k odd (respectively
⟨v11⟩ with ⟨vk3⟩ for k even) which contradicts the fact that g stabilises decompositions (3.6) and
(3.7). Therefore, g stabilises W1 and ⟨w11⟩ in particular. It is easy to see now that g stabilises
⟨w12⟩ and ⟨w13⟩, since g stabilises (3.6). Thus, g stabilises V1, Vk and V2, so it stabilises ⟨v11⟩,
⟨v12⟩, ⟨v13⟩, ⟨v21⟩, ⟨vk3⟩. Using the same argument, we obtain that g is diagonal. Since g
stabilises ⟨w11⟩ and ⟨wk3⟩, all non-zero entries of g must be equal, so g is scalar.

(4)-(5) For n < 12 we verify the statement by computation. For larger n we prove the
statement by checking (2.11) with c = 3 for the elements of prime order of H ≤ PGUn(q), where
H and G are the images of S and S · SUn(q) respectively in PGUn(q).

Let B be the image in G of the block-diagonal subgroup

GUm(q)× . . .×GUm(q) ≤ GUkm(q).

Let x ∈ H have prime order.
If (|x| > 3 for k ∈ {3, 4}) or (|x| > 2 for k = 2), then xG ∩H ⊆ B. In this case there exists a

preimage x̂ = diag[x̂1, . . . , x̂k] of x in GUkm(q) such that x̂i ∈ N. If xi ̸= 1, then ν(xi) ≥ m/4 by
Lemma 3.9. We can assume that x is such that the number l(x) of xi not equal to 1 is maximal
for elements in xG ∩H. Therefore,

ν(x) ≥ (1/4)l(x)m and |xG ∩H| ≤
(

k
l(x)

)
|N |l(x).

These bounds together with bounds from Lemma 3.8 for |N | and (2.12) for |xG| are sufficient
to show (2.11) holds for mk ≥ 12.

Now consider the case where xG ∩H is not a subset of B. For such x, we use the bounds for
|xG| and |xG∩H| given in [10, Propositions 2.5 and 2.6]. These propositions give corresponding
bounds when H = (GUm(q) ≀ Sym(k))/Z(GUn(q)), so they are applicable in our situation. For
mk ≥ 12, these bounds are sufficient to show that (2.11) holds.

We briefly outline how to extract the corresponding bounds. The proofs of the propositions
split into several cases depending on |x|, m, k and |H1(σ,E/E0)| (see [9, Definition 3.5]). Notice
that if x is semisimple, then |H1(σ,E/E0)| = (|x|, q + 1) by [8, Lemma 3.35].

Assume that k = 2, so |x| = 2. If q = 2, then we use the bounds from Case 2.2 of the proof
of [10, Proposition 2.6] for unipotent x. If q = 3, then we use bounds from Case 2.4 of the
proof of [10, Proposition 2.5] for semisimple x.

Assume that k ∈ {3, 4}, so q = 2. If |x| = 2, then we use the bounds from Case 2.2 of the
proof of [10, Proposition 2.6] for unipotent x. Let |x| = 3. We use bounds from Case 2.2
(if |H1(σ,E/E0)| = 1) and Case 2.3 (if |H1(σ,E/E0)| = 3) of the proof of [10, Proposition
2.5]. □

Theorem 3.21. Let (n, q) be such that GUn(q) is not solvable. If S is an irreducible maximal
solvable subgroup of GUn(q), then either bS(S · SUn(q)) ≤ 3 or bS(S · SUn(q)) = 4 and one of
the following holds:

(1) (n, q) = (2, 5) and S is a completely irreducible subgroup with S/Z(G) isomorphic to
22.Sp2(2);

(2) (n, q) = (4, 2) and S is conjugate to GU1(q)≀Sym(4) = MU4(2) (so S ·SUn(q) = GUn(q)).
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Proof. The base sizes for (1) and (2) are verified by computation. Let us fix q and consider a
minimal counterexample (n, S) to the statement of the theorem. So n is the smallest integer such
that GUn(q) is not solvable and GUn(q) has an irreducible maximal solvable subgroup S with
bS(S ·SUn(q)) > 3 that is not as in (1) and (2) of the lemma. Since PGU2(q) ∼= PGLn(2), Lemma
2.13 and Theorem 3.12 allow us to assume n ≥ 3. By Lemma 3.11, S is not quasi-primitive, so
S has a normal subgroup L such that V is not homogeneous as Fq[L]-module. Therefore, S and
L satisfy the conditions of Lemma 2.6. So S stabilises a decomposition

V = V1 ⊕ . . .⊕ Vk, k ≥ 2 (3.8)

such that (1) or (2) of Lemma 2.6 holds. Let us fix (3.8) to be such a decomposition with the
largest possible k.

If (1) of Lemma 2.6 holds, then consider S1 := StabS(V1)|V1 ≤ GU(V1). By Clifford’s Theorem
S1 acts irreducibly on V1. Note that S1 is quasi-primitive. Indeed, if S1 is not quasi-primitive,
then S1 stabilises a decomposition

V1 = V11 ⊕ . . .⊕ V1t

for some t ≥ 2 such that (1) or (2) of Lemma 2.6 holds. Therefore, since S is irreducible, it
stabilises the decomposition

V = V11 ⊕ . . .⊕ V1t ⊕ . . .⊕ Vk1 ⊕ . . .⊕ Vkt,

for which (1) or (2) of Lemma 2.6 holds contradicting the maximality of k in (3.8).
If dimV1 = 1, then S can be represented as a group of monomial matrices with respect

to an orthonormal basis. By Lemma 3.14, this is possible if and only if (n, q) = (4, 2) and
S = MU4(2). Assume dimV1 = m ≥ 2. If q ∈ {2, 3, 5} and S is conjugate to a subgroup of
one of the groups listed in Lemma 3.20, then bS(S · SUn(q)) ≤ 3 which is a contradiction. If
S is not conjugate to a subgroup of a group from Lemma 3.20, then GUm(q) is not solvable.
Therefore, S1 ≤ GU(V1) is not as S in (1) and (2) of the theorem, S1 satisfies the condition of
the theorem and bS1(S1 · SU(V1)) ≤ 3 since (n, S) is a minimal counterexample. Thus, there
exist a, b ∈ SU(V1) such that S1 ∩ Sa

1 ∩ Sb
1 ≤ Z(GU(V1)). Applying Theorem 3.16 and Lemma

3.14 we obtain bS(S · SUn(q)) ≤ 3.
Finally, let us assume part (2) of Lemma 2.6 holds. Let Ui = V2i−1 ⊕ V2i, so

V = U1⊥ . . .⊥Uk/2

and S transitively permutes the Ui. Indeed, since S acts on V by isometries, (V2i−1)g and (V2i)g
cannot be mutually orthogonal for g ∈ S, which is possible if and only if (V2i−1)g and (V2i)g lie
in the same Uj for some j = 1, . . . , k/2. Transitivity follows from the irreducibility of S. Consider
S1 := StabS(U1)|U1

. Notice that dimU1 = 2m ≥ 2.

If (2m, q) ∈ {(2, 2), (2, 3)}, then, since S is a maximal solvable subgroup of GU(V ), it must
be conjugate to GU2m(q) ≀ Γ with Γ ≤ Sym(k/2). In this case the theorem follows by Lemma
3.20. Otherwise GU(U1) is not solvable. If k > 8, then S1 ≤ GU(U1) satisfies the condition of
the theorem and bS1(GU(U1)) ≤ 3 since (n, S) is a minimal counterexample. Notice that S1 is
not as S in (1) of the lemma since S1 is imprimitive (it is easy to check computationally that
S in (1) of the lemma is primitive), and S1 is not as S in (2) of the lemma since otherwise k
is not maximal possible. Thus, there exist a, b ∈ SU(U1) such that S1 ∩ Sa

1 ∩ Sb
1 ≤ Z(GU(U1)).

Applying Theorem 3.16 and Lemma 3.14 we obtain bS(S · SUn(q)) ≤ 3. Let k ≤ 8. Consider
P := StabS(V1)|V1 ≤ GL(V1), so P is an irreducible solvable subgroup of GL(V1) and there exist
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a, b ∈ SL(V1) such that P ∩ P a ∩ P b ≤ Z(GL(V1)) by Theorem 2.11. Applying Lemma 3.19 we
obtain bS(S · SU(V )) ≤ 3, which contradicts the assumption. □

Theorem 3.22. Let n ≥ 2 and (n, q) ̸∈ {(2, 2), (2, 3)}. If S ≤ GSpn(q) is an irreducible maximal
solvable subgroup, then one of the following holds:

(1) bS(S · Spn(q)) ≤ 3;
(2) n = 2, q = 5, S is an absolutely irreducible subgroup such that S/Z(GSp2(q)) is isomor-

phic to 22.Sp2(2), and bS(S · Sp2(q)) = 4;
(3) n = 4, q ∈ {2, 3}, and S is the stabiliser of decomposition V = V1⊥V2 with Vi non-

degenerate and bS(S · Spn(q)) = 4.

Proof. If n = 2, then GSp2(q) = GL2(q) and the theorem follows from Theorem 2.11. The
following is verified by computation: if n = 4 and q ∈ {2, 3, 5}, then either bS(S · Spn(q)) ≤ 3 or
S is as in (3).

Assume that n is minimal such that there exists a counterexample to the theorem: namely,
(S, n, q) is such that bS(Spn(q)) > 3 and neither of (2)–(3) hold. If S is quasi-primitive, then it
is not a counterexample by Theorem 3.12. Hence S is not quasi-primitive, so S has a normal
subgroup L such that V is not Fq[L]-homogeneous by Lemma 2.6. Therefore, S stabilises a
decomposition

V = V1 ⊕ . . .⊕ Vk (3.9)

such that dimVi = m for i ∈ {1, . . . , k}, k > 1 and one of the following holds:

Case 1. V = V1⊥ . . .⊥Vk with Vi non-degenerate for i = 1, . . . , k. We do not require Vi to be
the Fq[L]-homogeneous components. In particular, this includes the case when (2) of
Lemma 2.6 holds with k > 2.

Case 2. V = V1 ⊕ V2 with Vi totally isotropic.

Case 1. Let us fix (3.9) to be a S-invariant orthogonal decomposition of V with the largest
possible k. Let Hi be StabS(Vi)|Vi ≤ GSpm(q). Since S is irreducible, the Hi are pairwise

conjugate in GSpm(q), so, in suitable basis, S ≤ H1 ≀ Sym(k). In other words, we could assume
Hi = H1 for all i ∈ {1, . . . , k}. We keep the distinction between the Hi since we refer to this
proof in Lemma 5.1 where the Hi are conjugate in ΓSpm(q) but not necessarily in GSpm(q).
This case splits into two subcases: k ≥ 3 and k = 2.

Case 1.1: k ≥ 3. Notice that H := H1 is an irreducible maximal solvable subgroup of
GSpm(q). Moreover, H is not as S in (3) since otherwise Vi = Vi1⊥Vi2 with non-degenerate Vij
and S stabilises the decomposition

V = (V11⊥V12)⊥ . . .⊥(Vk1⊥Vk2)
which contradicts maximality of k. Since m < n and H is not a counterexample, we can assume
that either there exist x1, x2 ∈ Spm(q) such that H ∩Hx1 ∩Hx2 ≤ Z(GSpm(q)) or H = GSp2(q)
with q ∈ {2, 3, 5}. In the latter case we take x1 = x2 = I2.

Let {v1, u1, . . . , vk, uk} be a basis of a 2k-dimensional vector space over Fq. Let y1 and z1 be
the matrices of the linear transformations of this space defined by the formulae:

(vi)y1 = vi − vi+1 for i ∈ {1, . . . , k − 1};
(vk)y1 = vk;

(ui)y1 =

i∑
j=1

ui for i ∈ {1, . . . , k};



BASE SIZES FOR FINITE UNITARY AND SYMPLECTIC GROUPS WITH SOLVABLE STABILISERS 35

and

(v1)z1 = v1; (u1)z1 = u1 + v2;

(vi)z1 = vi − vi+1 for i ∈ {1, . . . , k − 2}; (ui)z1 =
i∑

j=1

uj for i ∈ {2, . . . , k − 1};

(vk−1)z1 = vk−1 + uk; (uk)z1 = uk;

(vk)z1 = v1 + vk +

k−1∑
j=2

uj .

For example, if k = 4, then

y1 =



1 0 −1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 −1 0 0 0
0 1 0 1 0 0 0 0
0 0 0 0 1 0 −1 0
0 1 0 1 0 1 0 0
0 0 0 0 0 0 1 0
0 1 0 1 0 1 0 1


, z1 =



1 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0
0 0 1 0 −1 0 0 0
1 0 0 1 0 0 0 0
0 0 0 0 1 0 0 1
1 0 0 1 0 1 0 0
1 0 0 1 0 1 1 0
0 0 0 0 0 0 0 1


.

Let βi be a basis of Vi of shape (2.4) for i ∈ {1, . . . , k} and let β be β1∪. . .∪βk. Let y = Im/2⊗y1
and z = Im/2 ⊗ z1. It is routine to check that y, z ∈ Spn(q, fβ).

Let Wi = Vi(x1 ⊗ Ik)y for i ∈ {1, . . . , k}. Consider g ∈ S ∩ S(x1⊗Ik)y, so g stabilises decom-
positions V = V1⊥ . . .⊥Vk and V = W1⊥ . . .⊥Wk. Notice that Wi has non-zero projections
on exactly i + 1 of the Vj for i ∈ {1, . . . , k − 2}. So g cannot map such Wi to others and,
therefore, g stabilises subspaces W1, . . . ,Wk−2 and {Wk−1,Wk}. Thus, g stabilises {V1, V2} and
V3, . . . , Vk. Notice that dim(V1 ∩ W1) = m/2 and dim(V2 ∩ W1) = 0. So (V1)g = V1 since
(V1 ∩W1)g = (V1)g ∩ (W1)g = (V1)g ∩W1 ̸= {0}. The same argument for Vn ∩Wn shows that
(Wn)g =Wn. Hence g stabilises all Vi and Wi for i ∈ {1, . . . , k}; in particular

g = diag[g1, . . . , gk]

for gi ∈ Hi.
Now let us show that gi ∈ Hi ∩ Hx1

i for all i ∈ {1, . . . , k}. Since g ∈ S ∩ S(x1⊗Ik)y, we

obtain g = h(x1⊗Ik)y, where h ∈ S ∩ S((x1⊗Ik)y)
−1
. The same arguments as above show that

h = diag[h1, . . . , hk] with hi ∈ Hi. Denote hx1
i by ĥi and hx1⊗Ik = diag[ĥ1, . . . , ĥk] by ĥ, so

g = ĥy. Let ĥi =
(

h(i,1) h(i,2)

h(i,3) h(i,4)

)
, where h(i,j) ∈ GLm/2(q).

Consider the last (m×m)-row of g = ĥy. Calculations show that it is

(0, . . . , 0, gk) = (A1, A2, . . . , Ak)

with

Ai =

(
0 h(k,2)
0 h(k,4) − h(k−1,4)

)
for i ∈ {1, . . . , k − 2},

Ak−1 =

(
0 h(k,2)

−h(k−1,3) h(k,3) − h(k−1,4)

)
,

Ak =

(
h(k,1) h(k,2)

h(k,3) − h(k−1,3) h(k,4)

)
.
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So, h(k−1,4) = h(k,4); h(k,2) = h(k−1,3) = 0 and ĥk = gk. Consider the (k − 1)-th (m×m)-row of

g = ĥy. As above, we obtain

h(k−2,4) = h(k−1,4);

h(k−2,1) = h(k−1,1);

h(k−2,3) = h(k−1,2) = 0

and ĥk−1 = gk−1.
Continuing in the same way we obtain for all i, j ∈ {1, . . . , k} :

ĥi = gi;

h(i,1) = h(j,1);

h(i,4) = h(j,4).

(3.10)

Also

ĥ1 =

(
h(1,1) h(1,2)
0 h(1,4)

)
; ĥk =

(
h(k,1) 0
h(k,3) h(k,4)

)
and

ĥi =

(
h(i,1) 0
0 h(i,4)

)
for 1 < i < k.

Hence gi ∈ Hi ∩Hx1
i .

Assume now that g ∈ S ∩ S(x2⊗Ik)z, g = t(x2⊗Ik)z, where t ∈ S ∩ S((x2⊗Ik)z)
−1
. Using similar

arguments to above, we obtain

g = diag[g1, . . . , gk] = diag[t̂1, . . . , t̂k],

where t̂i ∈ Hx2
i is defined analogously to ĥi ∈ Hx1

i . In addition,

t(k−1,4) = t(k,1) and t(k,3) = t(1,2) = 0. (3.11)

Therefore, if g ∈ S ∩S(x1⊗Ik)y ∩S(x2⊗Ik)z, then, by (3.10) and (3.11), g = diag[g1, . . . , gk] and
gi = g1diag[δ, δ] ∈ H ∩Hx1 ∩Hx2 with δ ∈ GLm/2(q) for all i ∈ {1, . . . , k}. If m = 2, then g is

scalar, so S ∩ S(x1⊗Ik)y ∩ S(x2⊗Ik)z ≤ Z(GSpn(q)). If m > 2, then H is not a counterexample,
so gi ∈ H ∩Hx1 ∩Hx2 ≤ Z(GSpm(q)) and g ∈ Z(GSpn(q, fβ)).

Case 1.2: k = 2. Let H = H1. Thus, either H is not a counterexample, so there exist
x1, x2 ∈ Spm(q) such that H ∩Hx1 ∩Hx2 ≤ Z(GSpm(q)), or H ≤ GSp2(q) with q ∈ {2, 3, 5}.
The latter was discussed at the beginning of the proof. Assume the former holds. Let

y = Im/2 ⊗


1 0 −1 0
0 1 0 0
0 0 1 0
0 1 0 1

 , z = Im/2 ⊗


1 0 0 1
0 1 0 0
0 −1 1 0
0 0 0 1

 .

It is routine to check that y, z ∈ Spn(q, fβ). Denote (Vi)y by Wi and (Vi)z by Ui for i = 1, 2. We

claim that if g ∈ S ∩ S(x1⊗I2)y ∩ S(x2⊗I2)z, then g stabilises Vi, i = 1, 2. Assume the opposite, so
(V1)g = (V2). Therefore, (W1)g =W2 and (U1)g = U2. Thus,

(V1 ∩W1)g = (V1)g ∩ (W1)g = (V2 ∩W2)

and

(V1 ∩ U1)g = (V1)g ∩ (U1)g = (V2 ∩ U2).
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Notice that (V1∩W1) = (V1∩U1) but (V2∩W2) ̸= (V2∩U2) which is a contradiction. Therefore,

g = diag[g1, g2] where gi ∈ Hi. Also, g = hy where h ∈ Sy−1 ∩ S(x1⊗I2) and g = tz where

t ∈ Sz−1 ∩ S(x2⊗I2). It is routine to check, using arguments as above, that h = diag[h1, h2] with
hi ∈ Hx1

i and t = diag[t1, t2] with ti ∈ Hx2
i .

Now calculations as in Case (1.1) show that

g =


h(1,1) h(1,2) 0 0
0 h(1,4) 0 0
0 0 h(2,1) 0
0 0 h(2,3) h(2,4)

 =


t(1,1) t(1,2) 0 0
0 t(1,4) 0 0
0 0 t(2,1) t(2,2)
0 0 0 t(2,4)


for some h(i,j), t(i,j) ∈ GLm/2(q) with

h(1,1) = h(2,1); t(1,1) = t(2,4);

h(1,4) = h(2,4); t(1,4) = t(2,1).

So

g =


g(1,1) g(1,2) 0 0
0 g(1,1) 0 0
0 0 g(1,1) 0
0 0 0 g(1,1)

 ; g1 =

(
g(1,1) g(1,2)
0 g(1,1)

)
; g2 =

(
g(1,1) 0
0 g(1,1)

)

with gi ∈ Hi∩Hx1
i ∩Hx2

i . Since H1∩Hx1
1 ∩Hx2

1 ≤ Z(GSpm(q)), we obtain g1 = g2 ∈ Z(GSpm(q))
and g ∈ Z(GSpn(q)).

Case 2. Let Hi be StabS(Vi)|Vi ≤ GLm(q). Thus, by Theorem 2.11, either Hi ≤ GL2(q) with

q ∈ {2, 3, 5} or there exist x1, x2 ∈ GLm(q) such that H1 ∩Hx1
1 ∩Hx2

1 ≤ Z(GLm(q)). In the first
case the theorem is verified by computation, so assume that the second case holds.

Fix β to be a basis of V as in (2.4) with ⟨f1, . . . , fm⟩ = V1 and ⟨e1, . . . , em⟩ = V2. Let y
be Im ⊗

(
1 −1
0 1

)
, and let Xi be diag[xi, (x

−1
i )⊤] for i = 1, 2. Notice that y,X1, X2 ∈ Spn(q, fβ).

Consider g ∈ S ∩ SX1y ∩ SX2 . By Lemma 2.16, g = diag[g1, g1] with g1 ∈ H1 ∩Hx1
1 ∩Hx2

1 , so
g ∈ Z(GLn(q)) ∩GSpn(q) = Z(GSpn(q)). □

4. General case: unitary groups

As we mentioned in the introduction, it so more convenient to work with ΓUn(q) instead
of PΓUn(q) to prove Theorem B1. So, in this section S is a maximal solvable subgroup of
ΓUn(q) = GUn(q)⋊⟨ϕβ⟩ where β is an orthonormal basis of (V, f). Our goal is to prove Theorem
B1 which we reformulate in the following equivalent way.

Theorem B1. Let n ≥ 3 and (n, q) is not (3, 2). If S is a maximal solvable subgroup of ΓUn(q),
then one of the following holds:

(1) bS(S · SUn(q)) ≤ 4, so RegS(S · SUn(q), 5) ≥ 5;
(2) (n, q) = (5, 2) and S is the stabiliser in ΓUn(q) of a totally isotropic 1-dimensional

subspace of the natural module, bS(S · SUn(q)) = 5 and RegS(S · SUn(q), 5) ≥ 5.

Recall that g† = (g⊤)−1 for g ∈ GLn(q
u), see the discussion after Definition 2.3 for details.

To prove Theorem B1, we need the following lemma.

Lemma 4.1. Let (n, q,u) be such that GLn(q
u) is not solvable and (n, q,u) ̸= (2, 5, 1). If S is

an irreducible maximal solvable subgroup of GLn(q
u), then there exist x, y ∈ SLn(q

u) such that

S ∩ Sx ∩ (S†)y ≤ Z(GLn(q
u)).
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Proof. If bS(S · SLn(q
u)) = 2, then there exists x ∈ SLn(q

u) such that

S ∩ Sx ≤ Z(GLn(q
u)),

so y can be arbitrary. Therefore, it suffices to consider cases (1)–(6) from Theorem 2.11 only.
In cases (1), (2) and (5), S is the normaliser of a Singer cycle, so S · SLn(q

u) = GLn(q
u). Since

all Singer cycles are conjugate in GLn(q
u), S† = Sg for some g ∈ GLn(q

u), so the statement
follows by Theorem 2.11. In cases (3) and (6) we have S† = S, so the statement follows since
bS(S · SLn(q)) ≤ 3 by Theorem 2.11. In case (4) the statement is verified by computation. □

Lemma 4.2. Theorem B1 holds for n = 3.

Proof. If S stabilises no non-zero proper subspace of V , then the statement follows by [12,
Theorem 1.1].

Assume that S stabilises U < V and S stabilises no non-zero proper subspace of U , so U is
either totally isotropic or non-degenerate.

If U is totally isotropic, then dimU = 1 since a maximal totally isotropic subspace of a
non-degenerate unitary space of dimension n has dimension [n/2]. By Lemma 2.8, there exists
a basis β = {f, v, e} such that fβ is the permutation matrix for the permutation (1, 3) and all
elements in Sβ have shape ϕjg with

g =

α†
1 ∗ ∗
0 α2 ∗
0 0 α1


where j ∈ {0, 1, . . . , 2f − 1}, αi ∈ F∗

q2 and αq+1
2 = 1. Let η be a generator of F∗

q2 . For q even let

δ = 1, for q odd let δ = η−(q+1)/2, so δ · δ† = δ1−q = −1. The matrix x = diag(δ†, 1, δ)fβ lies in

SU3(q, fβ). It is routine to check that if φ ∈ Sβ ∩ Sx
β , then φ = ϕjg with g = diag(α†

1, α2, α1).

Let α ∈ Fq2 be such that α + αq = 1. It exists by Lemma 2.14. Let θ ∈ Fq2 be ηq−1 and let
y, z ∈ SU3(q, fβ) be  1 0 0

−1 1 0
−α 1 1

 and

 1 0 0
−θ−1 1 0
−α θ 1


respectively. If φ ∈ Sβ ∩ Sx

β ∩ Sy
β, then φ stabilises ⟨e⟩y = ⟨e + v − αf⟩, so α1 = α2 and

φ = ϕjα1I3. If φ ∈ Sβ ∩ Sx
β ∩ Sy

β ∩ Sz
β, then φ stabilises ⟨e⟩z = ⟨e + θv − αf⟩, so θpjα1 = θα1.

Thus, θp
j−1 = 1 and j = 0 by Lemma 2.15, so φ ∈ Z(GU3(q)).

Assume U is non-degenerate, so S stabilises U⊥ and we can assume that dimU = 1. Let
β = {f, e, v}, where {f, e} is a basis of U⊥ as in (2.3) and U = ⟨v⟩. Let x, y, z ∈ SU3(q, fβ) be 1 0 0

−α 1 1
−1 0 1

 ,

1 −α 1
0 1 0
0 −1 1

 and

 1 0 0
−α 1 θ−1

−θ 0 1


respectively. If φ ∈ Sβ ∩ Sx

β ∩ Sy
β ∩ Sz

β, then φ stabilises ⟨v⟩, ⟨v − f⟩, ⟨v − e⟩ and ⟨v − θf⟩.
Arguments as in the previous case show that φ ∈ Z(GU3(q)). □

Recall that q = pf where p is a prime and f is a positive integer.
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Lemma 4.3. Let (n, q) be such that GUn(q) is not solvable. Let S be a maximal solvable
subgroup of ΓUn(q) and let M = S ∩GUn(q). If S stabilises no non-zero proper subspace of V ,
then either M lie in an irreducible solvable subgroup of GUn(q) or there exist y, z ∈ SUn(q) such
that M ∩My ∩M z ≤ Z(GUn(q)).

Proof. If M ≤ GUn(q) is irreducible, then such y, z exist by Theorem 3.21. Assume that M is
reducible. Hence there exists 0 < U1 < V of dimension m such that (U1)M = U1 and U1 is
Fq2 [M ]-irreducible. Let φ ∈ S be such that Mφ is a generator of S/M , so |Mφ| = |S :M | = r.

Let Ui = U1φ
i−1 for i ∈ {1, . . . , r}. By Lemma 2.5, M is completely reducible stabilising each

subspace of the decomposition

V = U1 ⊕ . . .⊕ Uk; k = n/m.

In particular, φ permutes the Ui cyclically and k divides |S :M |.
If m = 1, then M is abelian and the lemma follows by Theorem 2.10. So further we assume

m ≥ 2. Let us fix q and consider a minimal counterexample (n, S). So n is the smallest integer
such that GUn(q) is not solvable and ΓUn(q) has a maximal solvable subgroup S stabilising no
non-zero proper subspaces of V , M = S ∩GUn(q) is reducible and bM (M · SUn(q)) > 3.

If V is Fq2 [M ]-homogeneous, then M stabilises each of the Vi in a decomposition V = V1 ⊕
. . .⊕Vk as in Lemma 2.6 and all the Vi are irreducible Fq2 [M ]-submodules of V by [1, (5.2) and
(5.3)]. Let Mi be the restriction of M on Vi.

First, assume that the Vi are non-degenerate, so each Mi is a solvable irreducible subgroup
of GUm(q). Let βi be an orthonormal basis of Vi and β = ∪k

i=1βi. If GUm(q) is solvable, then
M lies in GUm(q) ≀ Sym(k) and the lemma follows by Lemma 3.20. If M1 is a subgroup of S
as in (1) or (2) of Theorem 3.21, then k = 2 since k ≤ |S : M | and q is a prime. So (n, q) is
either (4, 5) or (8, 2). In this case, the lemma is verified using computations. Otherwise, there
exist y1, z1 ∈ SU(V1) such that M1 ∩My1

1 ∩M z1
1 ≤ Z(GU(V1)). Let y = diag[y1, Im, . . . , Im] and

z = diag[z1, Im, . . . , Im] with respect to β, so y, z ∈ SUn(q). Then the restriction ofM∩My∩M z

on V1 isM1∩My1
1 ∩M z1

1 ≤ Z(GU(V1)). SoM ∩My∩M z ≤ Z(GUn(q)) sinceM is homogeneous.
Now let the Vi be totally isotropic, so each Mi is a solvable irreducible subgroup of GLm(q2).

Hence there exist y1, z1 ∈ SL(V1) such that M1 ∩ My1
1 ∩ M z1

1 ≤ Z(GL(V1)) by Theorem
2.11. Let {f1, . . . , fm} and {e1, . . . , em} be the bases of V1 and V2 respectively such that
β1 = {f1, . . . , fm, e1, . . . , em} is a basis of V1 ⊕ V2 as in (2.3). Hence, if g is an element of

the restriction of M on V1 ⊕ V2, then g = diag[g1, g
†
1]. Let β2 be a basis of (V1 ⊕ V2)

⊥ and let

β = β1∪β2. Let y = [y1, y
†
1, In−2m] and z = [z1, z

†
1, In−2m], so y, z ∈ SUn(q, fβ). Then the restric-

tion of M ∩My ∩M z on V1 is M1 ∩My1
1 ∩M z1

1 ≤ Z(GL(V1)). So M ∩My ∩M z ≤ Z(GUn(q))
since M is homogeneous.

Now assume that V is not Fq2 [M ]-homogeneous, so, by Lemma 2.6, S stabilises a decompo-
sition of V = V1 ⊕ . . .⊕ Vk as in Lemma 2.6 and all the Vi are Fq2 [M ]-submodules of V .

First, assume that k = 2 and the Vi are totally isotropic. Hence there exist y1, z1 ∈ SL(V1)
such that M1 ∩My1

1 ∩M z1
1 ≤ Z(GL(V1)) by Theorem 2.11 and Lemma 2.12. Let {f1, . . . , fm}

and {e1, . . . , em} be the bases of V1 and V2 respectively such that β = {f1, . . . , fm, e1, . . . , em}
is a basis of V = V1 ⊕ V2 as in (2.3). Hence, if g is an element of M , then g = diag[g1, g

†
1] with

respect to β. Now y, z ∈ SUn(q, fβ) such that M ∩My ∩M z ≤ Z(GUn(q)) exist by the proof of
Lemma 3.19.
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Now assume that either k ≥ 2 and the Vi are non-degenerate or k ≥ 4 and the Vi are totally
isotropic. Hence S stabilises the decomposition (and M stabilises each of its summands)

V =W1⊥ . . .⊥Wt

where t = k and Wi = Vi if the Vi are non-degenerate and t = k/2 and Wi = V2i−1 ⊕ V2i
otherwise. Since S stabilises no non-zero proper subspaces of V , the stabiliser of Wi in S
induces a subgroup Si ≤ ΓUn/t(q) that stabilises no non-zero proper subspaces of Wi. Let Mi be
Si∩GUn/t(q). Since (n, S) is a minimal counterexample, either Mi lies in an irreducible solvable
subgroup of GUn/t(q) or there exist yi, zi ∈ SUn/t(q) such that

Mi ∩Myi
i ∩M zi

i ≤ Z(GUn/t(q)). (4.1)

If GUn/t(q) is solvable, then M lies in GUm(q) ≀ Sym(k) and the lemma follows by Lemma 3.20.
If M1 is a subgroup of S as in (1) or (2) of Theorem 3.21, then k = 2 since k ≤ |S : M | and q
is a prime. So (n, q) is either (4, 5) or (8, 2). In this case, the lemma is verified by computation.
So, by Theorem 3.21, we can assume that there exist yi, zi ∈ SUn/t(q) such that (4.1) holds.

LetD be the subgroup of all diagonal with respect to an orthonormal basis matrices in GUt(q).
As we noted before, if q is prime, then k = 2. Hence F(GUt(q)) = Z(GUt(q)) unless t = k = 2
and q ∈ {2, 3}. If this is not a case, then, by Theorem 2.10, there exists a ∈ SUt(q) such that
D ∩Da ≤ Z(GUt(q)) and S is not a counterexample by Lemma 3.18.

Finally, assume that t = k = 2 and q ∈ {2, 3}, so m > 2 as otherwise GUn/t(q) is solvable
and the lemma follows by Lemma 3.20. Denote y = diag[y1, y2] and z = diag[z1, z2]. Let
βi = {fi,1, . . . f[i,m/2], xi, ei,1, . . . , ei,[m/2]} for i ∈ {1, 2} be a basis for Vi as in (2.3) and let

β = β1∪β2.Here the underlined part is present ifm is odd and absent otherwise. Let a ∈ GLn(q
2)

be such that

(f1,j)a = f1,j + f2,j for j ∈ {1, . . . , [m/2]}
(e2,j)a = −e1,j + e2,j for j ∈ {1, . . . , [m/2]}

and a stabilises all remaining vectors in β. It is routine to check that a ∈ SUn(q). We claim that
M ∩Mya ∩M z ≤ Z(GUn(q)). For simplicity, we consider the case when m is even; the case of
odd m is fully analogous. Here

aβ =


Im/2 0 Im/2 0
0 Im/2 0 0
0 0 Im/2 0
0 −Im/2 0 Im/2

 .

Consider h ∈M ∩Mya. Hence h = ga for some g ∈My. So g has shape
g11 g12 0 0
g13 g14 0 0
0 0 g21 g22
0 0 g23 g24


with gij ∈Mn(q

2). Therefore,

h = ga =


g11 g12 + g22 g11 − g21 −g22
g13 g14 g13 0
0 −g22 g21 g22
g13 g14 − g24 g13 + g23 g24

 (4.2)
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and, since h ∈ M, we obtain that g13 = g22 = 0, g11 = g21 and g14 = g24. In particular, it is
easy to see now that ga = g ∈My. Assume, in addition, that h ∈M z, so h = diag[h1, h2] where
hi ∈ Mi ∩Myi

i ∩M zi
i ≤ Z(GUm(q)). Note that h1 = h2 since h has shape (4.2) with g11 = g21,

so h ∈ Z(GUn(q)) and the claim follows. Hence S not a counterexample. □

Theorem 4.4. Theorem B1 holds for n ≥ 4 if S stabilises no non-zero proper subspace of V .

Proof. The result follows by [12, Theorem 1.1] unless n = 4 and S lies in a maximal subgroup
of type Sp4(q) as in [12, Table 1]. We now consider this outstanding case.

Let n = 4 and M = S ∩ GUn(q). For q ≤ 4 the theorem is verified by computation, so
we assume q ≥ 5. If S stabilises a decomposition of V as in Lemma 2.6, then the statement
follows by [12, Table 2]. Hence we can assume that if N ≤M is normal in S, then V is Fq2 [N ]-
homogeneous. In particular, every characteristic abelian subgroup of M is cyclic by [33, Lemma
0.5].

Assume that M is reducible, so M stabilises non-zero W < V such that W is Fq2 [M ]-
irreducible andW is either non-degenerate or totally isotropic. If V is not Fq2 [M ]-homogeneous,
then S stabilises a decomposition as in Lemma 2.6 which contradicts the assumption above, so V
is Fq2 [M ]-homogeneous. Therefore, if dimW = 1, thenM is a group of scalars, so S/Z(GUn(q))
is cyclic and bS(S ·GU4(q)) ≤ 2 by Theorem 2.10. Hence we may assume that dimW = 2 and
W is either totally isotropic or non-degenerate.

First assume that dimW = 2 and W is totally isotropic. By [1, (5.2)],

V =W1 ⊕W2

where Wi is a M -invariant submodule of V isometric to W , so we can assume W1 = W. Let
β be a basis as in (2.3) corresponding to this decomposition of V . Let M1 ≤ GL2(q

2) be
the restriction of M in W. By Theorem 2.11, since q ≥ 5, either there exists x1 ∈ SL2(q

2)
such that M1 ∩Mx1

1 ≤ Z(GL2(q
2)) or M1 is a subgroup of the normaliser of a Singer cycle in

GL2(q
2). If x1 as above exists, then M ∩Mx ≤ Z(GUn(q)) where xβ = diag[x1, x

†
1], since V is

Fq[M ]-homogeneous. Therefore, bS(S · SU4(q)) ≤ 4 by Theorem 2.10.
Let M1 be a subgroup of the normaliser of a Singer cycle in GL2(q

2). Since M ∼= M1, it
has a maximal abelian normal subgroup A of index at most 2, which is also characteristic.
Hence V is Fq2 [A]-homogeneous and the dimension of an irreducible Fq2 [A]-submodule of V is
odd by Lemma 3.6, so A is a group of scalars. So M is cyclic modulo scalars and we obtain
bS(S · SU4(q)) ≤ 4 by applying Theorem 2.10 twice.

Now let us assume that either dimW = 2 and W is non-degenerate or M is irreducible (here
we let W = V , so dimW = 4). Let m = dimW. Since every characteristic abelian subgroup of
M is cyclic, M satisfies the conditions of [33, Corollary 1.4]. In particular, in the notation of
Lemma 3.2, the following hold:

(1) F = ET , Z = E ∩ T and T = CF (E);
(2) a Sylow subgroup of E is either cyclic of prime order or extra-special;
(3) there exists U ≤ T of index at most 2 with U cyclic and characteristic in M , and

CT (U) = U ;
(4) EU = CF (U) is characteristic in M .

Since U is characteristic in M , V is Fq2 [U ]-homogeneous, so, by Lemma 3.6, U is a group of

scalars, T = U and M = C = CM (U). Let e be such that e2 = |E/Z|. Let 0 < L ≤ W be an
Fq2 [EU ]-submodule. By [33, Corollary 2.6],

m = e · dimL.
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Thus, e ∈ {1, 2, 4}, so E is either cyclic or an extra-special 2-group. By the proof of (vii) and
(ix) of [33, Corollary 1.10], F = CM (E/Z) and M/F is trivial for e = 1 and isomorphic to a
subgroup of Spe(2) for e ∈ {2, 4}.

If e = 1, then F = U is self-centralising (since the centraliser of the Fitting subgroup of a
solvable group lies in the Fitting subgroup) and W is Fq2 [U ]-irreducible by [33, Lemma 2.2],
which is a contradiction, since U is a group of scalars. Therefore, e ∈ {2, 4}.

If e = 4, then, by the proof of Lemma 3.10,M =M1 ·Z(GU4(q)) andM1 lies in the normaliser
of a symplectic-type subgroup of GU4(p

t) for some t ≤ f . Hence bM (M · SU4(q)) ≤ 2 for q > 3
by [12, Table 2] and bS(S · SU4(q)) ≤ 4 by Theorem 2.10. For q ≤ 3 the statement is verified by
computation.

Let e = 2. Therefore, |M | = |U | · |E/Z| · |M/F | divides

(q + 1) · e2 · |Sp2(2)| = 24(q + 1).

So |S| divides 24(q + 1) · 2f and |S/Z(GU4(q))| divides 48f. We claim that

Q̂((S · SU4(q)/Z(GU4(q)), 4) < 1

where Q̂(G, c) is as in (2.10) and H = S/Z(GU4(q)). By Lemma 2.18, if x1, . . . , xk represent

distinct G-classes such that
∑k

i=1 |xGi ∩H| ≤ A and |xGi | ≥ B for all i ∈ {1, . . . , k}, then
m∑
i=1

|xGi | · fpr(xi)c ≤ B · (A/B)c.

We take A = 48f ≥ |H| ≥
∑k

i=1 |xGi ∩ H|. For elements in PGU4(q) of prime order with
s = ν(x) ∈ {1, 2, 3} we use (2.12) as a lower bound for |xGi |. If x ∈ H\PGU4(q) has prime
order, then we use the corresponding bound for |xG| in [9, Corollary 3.49]. We take B to be the
smallest of these bounds for |xGi |. For q ≥ 5, such A and B are sufficient to obtain

Q̂((S · SU4(q)/Z(GU4(q)), 4) < 1,

so bS(S · SU4(q)) ≤ 4. □

Theorem 4.5. Theorem B1 holds for n ≥ 4 if S stabilises a non-zero proper subspace of V .

Proof. The proof proceeds in two steps. In Step 1 we obtain three conjugates of S such that
elements of their intersection have shape ϕβg for some basis β of V where g ∈ GUn(q, fβ) is
diagonal or has few non-zero entries not on the diagonal. In Step 2 we find a fourth conjugate
of S such that the intersection of the four is a group of scalars.

Step 1. Fix a basis β of the unitary space (V, f) as in Lemma 2.8, so fβ is as in (2.7) and

elements of S take shape ϕjβg with g as in (2.8) and j ∈ {0, 1, . . . , 2f − 1}. We consider S as

a subgroup of ΓUn(q, fβ). Let M be S ∩GUn(q, fβ). We obtain three conjugates of S such that

their intersection consists of elements ϕjβg where g is diagonal with respect to β.

Let γi be as in Lemma 2.8. Observe that fβfβfβ
⊤

= fβ, so fβ ∈ GUn(q, fβ). Notice that

det(fβ) = (−1)n1+...+nk . If
∑k

i=1 ni is odd, then one of the nr is odd for some r ∈ {1, . . . , k}. Let
δ be as in the proof of Lemma 4.2, so δδ† = −1. Notice that

h = diag[In1 , . . . , Inr−1 , δ
†Inr , Inr+1, . . . , Inr+1, δInr , Inr−1 , . . . , In1 ] ∈ GUn(q, fβ)
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has determinant det(fβ). In particular, x = hfβ ∈ SUn(q). It is easy to see that if g ∈ M, so it
has shape (2.8), then

gx =



γ1(g) 0 0

∗ . . .

∗ ∗ γk(g)
∗ . . . ∗ γk+1(g) 0

∗ . . . ∗ . . .

∗ . . . ∗ 0 γk+l(g)

∗ . . . ∗ γk(g)
† 0

∗ . . . ∗ ∗ . . .

∗ . . . ∗ ∗ ∗ γ1(g)
†


.

Let q ̸∈ {2, 3, 5}. By Lemmas 2.12, 4.1, 3.21 and 4.3 there exist yi, zi ∈ SLni(q
2) for i = 1, . . . , k

and yi, zi ∈ SUni(q) for i = k + 1, . . . , k + l such that

γi(M) ∩ γi(M)yi ∩ (γi(M)†)zi ≤ Z(GLni(q
2)). (4.3)

Notice that γi(M)† = γi(M) for i = k + 1, . . . , k + l. Denote by y and z the block-diagonal
matrices

diag[y†1, . . . , y
†
k, yk+1, . . . , yk+l, yk, . . . , y1] and

diag[z†1, . . . , z
†
k, zk+1, . . . , zk+l, zk, . . . , z1]

(4.4)

respectively. It is routine to check that y, z ∈ SUn(q, fβ).
Therefore, if g ∈M ∩Mxz, then g is the block-diagonal matrix

diag[g†1, . . . , g
†
k, gk+1, . . . , gk+l, gk, . . . , g1], (4.5)

where gi ∈ γi(M)∩ (γi(M)†)zi for i = 1, . . . , k+ l. Thus, if g ∈M ∩My ∩Mxz, then g has shape
(4.5) where

gi ∈ γi(M) ∩ γi(M)yi ∩ (γi(M)†)zi ≤ Z(GLni(q
2)) for i = 1, . . . , k + l.

So, by Lemma 2.9, we can assume that elements in γi(S) ∩ γi(S)
yi ∩ (γi(S)

†)zi have shape
ϕjgi with gi ∈ Z(GLni(q

2)). Thus, if φ ∈ S ∩ Sy ∩ Sxz, then φ = ϕjg with g as in (4.5) and

gi ∈ Z(GLni(q
2)). Denote S ∩ Sy ∩ Sxz by S̃ and M ∩ S̃ by M̃.

If q ∈ {2, 3, 5}, then it may be that γk+i(M) ∈ {GU2(q),GU3(2),MU4(2)}. Recall that
MUn(q) is defined in Lemma 3.14. In view of Theorem 3.21, and since GU2(2), GU2(3) and
GU3(2) are solvable, elements yk+i and zk+i as in (4.3) do not exist. If there is more than one
such γk+i(M), say

γk+i1(M), . . . , γk+iµ(M),

then we join them in pairs, and there is one such unpaired group if µ is odd. Let H1, H2 ∈
{GU2(q),GU3(2),MU4(2)} and let νj for j ∈ {1, 2} be the corresponding degree of Hi, so
Hi ≤ GUνj (q). Let

H = H1 ×H2 = {diag[h1, h2] | hj ∈ Hj} ≤ GUν1+ν2(q).

Computations show that

bH(H · SUν1+ν2(q)) ≤ 3.
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Therefore, we can assume that there is at most one such γk+i(S), so µ ≤ 1. Denote the degree
of such γk+i(S) by ν, so 2 ≤ ν ≤ 4. Repeating the argument above for the rest of γi(M) and

γi(S), we obtain that if φ ∈ S̃, then φ = ϕjg with g as in (4.5) and either all gi ∈ Z(GLni(q
2))

(if µ = 0) or all but one gi ∈ Z(GLni(q
2)) and one gi (for i > k) is a (ν × ν) matrix (if µ = 1).

Remark 4.6. It may be that some γk+i(M) have degree 1, so γk+i(S) ≤ ΓU1(q). We can treat
them together. Indeed, assume that γk+i(M) has degree 1 for i = 1, . . . , ζ ≤ l. Define γk+1

′ :
S → ΓUζ(q) by

γk+1
′(ϕjg) = ϕjdiag(γ1(g), . . . , γζ(g))

for g ∈ M and j ∈ {0, 1, . . . , 2f − 1}. Hence the group T = γk+1
′(M), consisting of diagonal

matrices, is an abelian subgroup of T · SUζ(q) = GUζ(q). If q > 3, then by Theorem 2.10 there
exists g ∈ SUζ(q) such that T ∩ T g ≤ F(GUζ(q)) = Z(GUζ(q)), where F(G) is the Fitting
subgroup of a finite group G. So (4.3) holds for γk+1

′(M) and we can replace γ1, . . . , γζ with
γk+1

′ of degree ζ. Finally, suppose q ≤ 3. Notice that

T ⋊ ⟨ϕ⟩ < ((GU1(q))
(1/2+(−1)ζ−1/2) × (GU2(q))

[ζ/2])⋊ ⟨ϕ⟩,
so if ζ > 1, then S is not a maximal solvable subgroup of GUn(q) since GU2(q) is solvable.
Therefore, we can assume that there is at most one γk+i(S) of degree 1 in every case, so ζ ≤ 1.

We summarise the outcome of Step 1. Let µ be the number of i ∈ {1, . . . , l} such that
γk+i(M) is a subgroup of one of the groups GU2(q) for q ∈ {2, 3, 5}, GU3(2) or MU4(2). We
may assume µ ∈ {0, 1}. In particular, µ = 0 if q > 3. There exist x, y ∈ GUn(q) such that if

φ ∈ S̃ = S ∩ Sx ∩ Sy, then φ = ϕjg with g as in (4.5) and either all gi ∈ Z(GLni(q
2)) (if µ = 0)

or all but one gi ∈ Z(GLni(q
2)) and one gi (for i > k) is a (ν× ν) matrix (if µ = 1). Notice that

ν is 2, 3, or 4 if the corresponding γk+i(M) is GU2(q), GU3(2) and MU4(2) respectively.

Step 2. We now find a fourth conjugate of S such that its intersection with S̃ lies in Z(GUn(q)).

Let φ be an element of S̃.
Assume that S is such that µ = 0. First we slightly modify the basis β from the first step.

Recall that β is such that fβ is as in (2.7). Therefore,

β = {f11 , . . . , f1n1
, . . . , fk1 , . . . , f

k
nk
,

x11, . . . , x
1
nk+1

, . . . , xl1, . . . , x
l
nk+l

,

ek1, . . . , e
k
nk
, . . . , e11, . . . , e

1
n1
},

where (eji , f
j
i ) = 1 and every other pair of vectors from β is mutually orthogonal. Let

Ui = ⟨xi1, . . . , xink+i
⟩, i = 1, . . . , l;

Wi = ⟨f i1, . . . , f ini
, ei1, . . . , e

i
ni
⟩, i = 1, . . . , k.

(4.6)

Thus,

V = (W1⊥ . . .⊥Wk)⊥(U1⊥ . . .⊥Ul),

where Wi, Ui are S̃-invariant subspaces and γk+i(S) ≤ ΓU(Ui) for i = 1, . . . , l. By Lemma 2.1,
we can choose for Ui the basis

β1i =

{
{fk+i

1 , . . . , fk+i
mi

, ek+i
mi

, . . . , ek+i
1 }, if nk+i = 2mi;

{fk+i
1 , . . . , fk+i

mi
, xk+i, ek+i

mi
, . . . , ek+i

1 }, if nk+i = 2mi + 1.
(4.7)
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By the first step

γk+i(M̃) ≤ Z(GU(Ui)),

so, by Lemmas 2.7 and 2.9, γi(φ) = ϕjβ1i
gi with gi ∈ Z(GU(Ui)).

Now we renumber the basis vectors of theWi from (4.6) and basis vectors of the Ui from (4.7)
to obtain the basis

β1 = {f1, . . . , fm, x1, . . . , xt, em, . . . , e1},

where m =
(∑k

i=1 nk +
∑l

i=1mi

)
and t is the number of odd nk+i for i = 1, . . . , l. In more

detail, to obtain β1 from β, we apply the following procedure:

• replace bases of Ui as in (4.6) by those as in (4.7), denote new basis by β1/3;

• rearrange vectors as follows: first write down the f ij in the order they occur in β1/3, then

do the same with the xi and then write the eij in the order opposite to the f ij (so if f ij is

the t-th entry of β1/3, then e
i
j is the (n− t+ 1)-th entry of β1/3). Denote new basis by

β2/3;
• relabel the f -vectors with just one index in the order they occur, do the same with the
x-vectors and label the e-vectors such that (fi, ei) = 1.

We illustrate this procedure in the following example.

Example 4.7. Let k = 2, l = 2, n1 = 1, n2 = 2, n3 = 2 and n4 = 3. So

U1 = ⟨x11, x12⟩ = ⟨f31 , e31⟩
U2 = ⟨x21, x22, x23⟩ = ⟨f41 , x4, e41⟩
W1 = ⟨f11 , e11⟩
W2 = ⟨f21 , f22 , e21, e22⟩

and

β = {f11 , f21 , f22 , x11, x12, x21, x22, x23, e21, e22, e11}.
Hence

β1/3 = {f11 , f21 , f22 , f31 , e31, f41 , x4, e41, e21, e22, e11}
and

β2/3 = {f11 , f21 , f22 , f31 , f41 , x4, e41, e31, e22, e21, e11}.
The relabelling is

β2/3 = { f11 , f21 , f22 , f31 , f41 , x4, e41, e31, e22, e21, e11 }
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
β1 = { f1, f2, f3, f4, f5, x1, e5, e4, e3, e2, e1 }.

(4.8)

We now resume the proof of Theorem 4.5. Notice that φ ∈ S̃β1 has shape (ϕβ1)
jg with g as

in (4.5) and gi ∈ Z(GLni(q
2)). For simplicity we omit the subscripts and consider S and S̃ as

subgroups in ΓUn(q, fβ1). Let ϕ
jg ∈ S̃, so

g = diag(α†
1, . . . , α

†
m, δ1, . . . , δt, αm, . . . , α1). (4.9)

If

Ui =

{
⟨fs, . . . , fs+mi , es+mi , . . . , es⟩, for nk+i = 2mi,

⟨fs, . . . , fs+mi , xr, es+mi , . . . , es⟩, for nk+i = 2mi + 1,
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then αs = . . . = αs+mi = δr and αq+1
s = 1 since g is scalar on each Ui by the first step. If

Wi = ⟨fs, . . . , fs+ni , es+ni , . . . , es⟩, (4.10)

then αs = . . . = αs+ni since g is scalar on ⟨es+ni , . . . , es⟩ by the first step.

Remark 4.8. If αi = α†
i = α1 for i = 1, . . . ,m, then g is not scalar if and only if ζ = 1 in Remark

4.6. So, if there exists γs(S) of degree 1, then we can assume, without loss of generality, that δ1
is the corresponding entry (so γs(S) acts on ⟨x1⟩). Therefore, if αi = α†

i = δ1 for i = 1, . . . ,m,
then g = δ1In ∈ Z(GUn(q, fβ1)).

The remainder of our proof of Step 2 splits into 3 cases:

Case 1. µ = 0, k > 0;
Case 2. µ = 0, k = 0;
Case 3. µ = 1.

Each case splits into two or three subcases depending on other parameters. Our consideration
of the subcases mostly follows the same pattern, so we omit details in some of them. Detailed
proofs for each subcase can be found in [4]. In Cases 1 and 2 we show bS(S · SUn(q)) ≤ 4.
In Case 3 we show bS(S · SUn(q)) ≤ 4 unless n is small (q ∈ {2, 3, 5} here since µ = 1). For
small n the statement of Theorem B1 is verified by computation; we identify these values of n
in Case 3.

Case 1. Let µ = 0 and k > 0. So there is a totally singular S-invariant subspace

V1 = ⟨e1, . . . , en1⟩.

Recall that ni is the degree of γi(S) for i ∈ {1, . . . , k + l}. Let α ∈ Fq2 be such that α+ αq = 1,
it exists by Lemma 2.14.

The three subcases we consider correspond to the following situations:

Case (1.1) dimWi = 2 for Wi in (4.6) and i = 1, . . . , k;
Case (1.2) Condition of Case (1.1) does not hold and l = 0;
Case (1.3) Condition of Case (1.1) does not hold and l > 0.

Case (1.1). Assume that dimWi = 2 for Wi in (4.6) and i = 1, . . . , k. Let η be a generator
of F∗

q2 and let θ = ηq−1. We redefine y from (4.4) to

diag[A†, yk+1, . . . , yk+l, A]

where

A =


1 0 0 . . . 0
0 1 0 . . . 0

. . .

0 . . . 0 1 0
1 . . . . . . 1 1

 .

It is easy to see that y ∈ SUn(q, fβ). Let x, z ∈ SUn(q, fβ1) be as in Step 1, so φ ∈ S̃ has shape
ϕjg with g as in (4.9). Since S stabilises ⟨e1⟩, Sy stabilises ⟨e1⟩y = ⟨e1 + . . .+ ek⟩. Therefore,

((e1)y)φ = (e1 + . . .+ ek)ϕ
jg = α1e1 + . . .+ αkek = λ(e1 + . . .+ ek)

for some λ ∈ F∗
q2 , so α1 = . . . = αk.
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Let k ≥ 2. We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a =
m∑
i=3

ei + θe2 + e1 + x1 − αf1; (f1)a = f1;

(e2)a = e2; (f2)a = f2 − θ−1f1;

(ei)a = ei; (fi)a = fi − f1; i ∈ {3, . . . ,m}
(x1)a = x1 − f1,

(4.11)

and a stabilises all other vectors from β1. Here the underlined part is in the formula only if
ζ = 1 and x1 is as in Remark 4.8. In other words, if nk+i > 1 for all i = 1, . . . , l, then we omit
the underlined part. It is routine to check that det(a) = 1 and a is an isometry of (V, f), so
a ∈ SUn(q, fβ1).

We claim that S̃ ∩ Sa ≤ Z(GUn(q)). Let φ = ϕjg ∈ S̃ ∩ Sa, where g is as in (4.9). Observe
that S stabilises ⟨e1⟩, so Sa stabilises ⟨e1⟩a. Therefore,

((e1)a)ϕ
jg =

{∑m
i=3 αiei + θp

j
α2e2 + α1e1 + δ1x1 − α†

1αf1

λ(e1)a
(4.12)

for some λ ∈ F∗
q2 . Thus,

λ = α1 = θp
j−1α2 = α†

1 = α3 = . . . = αm = δ1

and θp
j−1 = 1, so j = 0 and φ = g ∈ Z(GUn(q, fβ)).

Let k = 1. We can assume that nk+1 ≥ 2. Indeed, if nk+i = 1 for all i ∈ {1, . . . , l}, then, by
Remark 4.6, l = 1, so n = 3 and Theorem B1 follows by Lemma 4.2. Thus, ⟨e2, f2⟩ ⊆ U1 and

α2 = α†
2. We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a =

m∑
i=3

ei + θe2 + e1 + f2 − θf1 + x1 − αf1;

(f1)a = f1;

(e2)a = e2 − f1;

(f2)a = f2 − θqf1;

(ei)a = ei; i ∈ {3, . . . ,m}
(fi)a = fi − f1; i ∈ {3, . . . ,m}
(x1)a = x1 − f1,

(4.13)

and a stabilises all other vectors from β1. Here the underlined part is in the formula only if ζ = 1
and x1 is as in Remark 4.8. It is routine to check that det(a) = 1 and a is an isometry of (V, f),

so a ∈ SUn(q, fβ1). The arguments similar to those after (4.11) show that S̃ ∩ Sa ≤ Z(GUn(q)).

Case (1.2). Assume that l = 0 (so there is no Ui) and there exists r ∈ {1, . . . , k} such that
dimWr ≥ 4. So

Wr = ⟨fs, . . . , fs+nr , es, . . . , es+nr⟩, for some s and nr ≥ 2.
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In particular, αs = αs+1. Let χ = η(q+1)/2, so χ+χq = 0 and χ−q = −χ−1. We claim that there
exists a ∈ SUn(q, fβ1) such that

(es)a = fs + θfs+1 +
m∑

i/∈{s,s+1}

fi + χes; (fs)a =− χ−1fs;

(es+1)a = χes+1 + θqfs; (fs+1)a =− χ−1fs+1;

(ei)a = ei + χ−1fs; (fi)a = fi for i ̸= s.

It is routine to check that det(a) = 1 and a is an isometry of (V, f), so a ∈ SUn(q, fβ1).

We claim that S̃ ∩Sa ≤ Z(GUn(q)). Let φ = ϕjg ∈ S̃ ∩Sa, where g is as in (4.9). Notice that
S stabilises E = ⟨e1, . . . , em⟩, so Sa stabilises Ea. Therefore,

((es)a)φ =

{
α†
sfs + θp

j
α†
s+1fs+1 +

∑m
i/∈{s,s+1} α

†
ifi + χpjαses

η1(e1)a+ . . .+ ηm(em)a.
(4.14)

Since ((es)a)g does not have terms with ei for i ̸= s in the first line of (4.14), ((es)a)g = ηs(es)a,
so

ηs = χpj−1αs = α†
s = θp

j−1α†
s+1 = α†

1 = . . . = α†
s−1 = α†

s+1 = . . . = α†
m (4.15)

and θp
j−1 = 1. Hence j = 0 and αs = α†

s by (4.15), so g is scalar and S̃ ∩ Sa ≤ Z(GUn(q, fβ1)).

Case (1.3). Assume l > 0 and there exists i ∈ {1, . . . , k} such that dimWi ≥ 4. So

Wi = ⟨fs, . . . , fs+ni , es, . . . , es+ni⟩, for some s and ni ≥ 2.

In particular, αs = αs+1. Let r = n1 + . . .+ nk. We claim that there exists a ∈ SUn(q, fβ1) such
that

(es)a =(

m∑
i=r+1

ei) + es + θfs+1 +

r∑
i/∈{s,s+1}

fi + (x1 − αfs); (fs)a =fs;

(es+1)a = es+1 − θqfs; (fs+1)a =fs+1;

(ei)a = ei − fs; (fi)a = fi; for i ∈ {1, . . . , r}\{s, s+ 1};
(ei)a = ei; (fi)a = fi − fs; for i ∈ {r + 1, . . . ,m};
(x1)a = x1 − fs,

and a stabilises all other vectors from β1. Here the underlined part is in the formula only if ζ = 1
and x1 is as in Remark 4.8. It is routine to check that det(a) = 1 and a is an isometry of (V, f),

so a ∈ SUn(q, fβ1). The arguments similar to ones in Case (1.2) show that S̃∩Sa ≤ Z(GUn(q)).

Case 2. Let µ = 0 and k = 0. So S stabilises no non-zero singular subspace. Choose U to be
one of the Ui such that dimU = maxi∈{1,...,l}{dimUi}. Therefore, V = U⊥U⊥ and (U⊥)S = U⊥.
Without loss of generality, we can assume that

U = U1 = ⟨f1, . . . , fd, x, ed, . . . , e1⟩, (4.16)

where d = [dimU/2] and {x} = {x1, . . . , xt} ∩ U . If dimU is even, then {x} is empty and we
read (4.16) without x. If dimU is odd, then we assume that x = xt. So

U⊥ = ⟨fd+1, . . . , fm, x1, . . . , xs, em, . . . , ed+1⟩,
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where s = t− 1 if dimU is odd and s = t otherwise. Define x1 as in Remark 4.8. Notice that if
ϕjg ∈ S̃, so g has shape (4.9), then α†

i = αi for i ∈ {1, . . . ,m} since g acts on Ur containing ei
and fi as a scalar.

If dimUi = 1 for all i = 1, . . . , l, then M is abelian and, by Theorem 2.10, there exists
y ∈ SUn(q) such thatM∩My ≤ Z(GUn(q)). Thus, (S∩Sy)/Z(GUn(q)) is an abelian subgroup of
(S·SUn(q))/Z(GUn(q)) and, by Theorem 2.10, there is z ∈ SUn(q) such that (S∩Sy)∩(S∩Sy)z =
Z(GLn(q)). So we can assume dimU ≥ 2.

The two subcases we consider correspond to the following situations: when d = m and d < m
respectively.

Case (2.1). Let d = m, so V = U⊥⟨x1⟩.
Assume d ≥ 2, so α1 = α2. We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a = e1; (f1)a =f1 + (x1 − αe1);

(e2)a = e2; (f2)a =f2 + θq(x1 − αe2);

(x1)a = x1 − e1 − θe2,

and a stabilises all other vectors from β1. It is routine to check that det(a) = 1 and a is an
isometry of (V, f), so a ∈ SUn(q, fβ1).

We claim that S̃ ∩ Sa ≤ Z(GUn(q)). Let φ = ϕjg ∈ S̃ ∩ Sa, where g is as in (4.9). Observe
that S stabilises ⟨x1⟩, so Sa stabilises ⟨x1⟩a. Therefore,

((x1)a)φ = δ1x1 + α1e1 + θp
j
α2e2 = λ((x1)a)

for some λ ∈ F∗
q2 . Hence λ = δ1 = α1 = θp

j−1α2, g is scalar and j = 0 since α1 = α2. So

S̃ ∩ Sa ≤ Z(GUn(q, fβ1)).
Assume that d = 1, so dimU ≤ 3. If dimU = 2, then n = 3 and this case is considered in

Lemma 4.2, so we may assume dimU = 3. We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a = e1 + x1 − αf1; (f1)a =αf1 − e1 − θx;

(x)a = θqe1 + θqαqf1; (x1)a =e1 − αf1 + x1 + θx.

It is routine to check that det(a) = 1 and a is an isometry of (V, f), so a ∈ SUn(q, fβ1). We

claim that S̃ ∩ Sa ≤ Z(GUn(q)). Let φ = ϕjg ∈ S̃ ∩ Sa, where g is as in (4.9). Observe that S
stabilises ⟨x1⟩, so Sa stabilises ⟨x1⟩a. Therefore,

((x1)a)φ = α1e1 − αpjα1f1 + δ1x1 + α1 + θp
j
α1x = λ((x1)a)

for some λ ∈ F∗
q2 . Hence λ = δ1 = α1 = θp

j−1α1, g is scalar and j = 0. So S̃ ∩ Sa ≤
Z(GUn(q, fβ1)).

Case (2.2). Let d < m.
Assume d ≥ 2, so α1 = α2. We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a = (

m∑
i=d+1

ei) + e1 + (x1 − αf1);

(f1)a = f1;

(e2)a = (

m∑
i=d+1

θei) + e2;
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(f2)a = f2;

(ei)a = ei; for i ∈ {3, . . . , d};
(fi)a = fi; for i ∈ {3, . . . , d};
(ei)a = ei; for i ∈ {d+ 1, . . . ,m};
(fi)a = fi − f1 − θqf2; for i ∈ {d+ 1, . . . ,m};
(x1)a = x1 − f1,

and a stabilises all other vectors from β1. It is routine to check that det(a) = 1 and a is
an isometry of (V, f), so a ∈ SUn(q, fβ1). If d = 1, then let a ∈ SUn(q, fβ1) be defined by
(4.13). The arguments similar to ones in Case (2.1) applied to ((e1)a)φ and ((e2)a)φ show

that S̃ ∩ Sa ≤ Z(GUn(q)).

Case 3. Let µ = 1, so q ∈ {2, 3, 5}. Without loss of generality, we can assume that γk+l(M) ∈
{GU2(q),GU3(2),MU4(2)}. Let {v1, . . . , vν} be an orthonormal basis of Ul, so 2 ≤ ν ≤ 4. For
the remaining Wi and Ui we change basis as in (4.7), so

β1 = {f1, . . . , fm, x1, . . . , xt, v1, . . . , vν , em, . . . , e1}, (4.17)

and n = 2m+ t+ ν. Denote n1 + . . .+ nk by r, so r ≤ m. Notice that the subspace

E = ⟨e1, . . . , er⟩

is S-invariant. Let φ ∈ S̃, so, by Step 1, φ = ϕjg with j ∈ {0, 1} and

(ei)g = αiei for i ∈ {1, . . . ,m};

(fi)g = α†
ifi for i ∈ {1, . . . ,m};

(xi)g = δixi for i ∈ {1, . . . , t};
(vi)g = λi1v1 + . . .+ λiνvν for i ∈ {1, . . . , ν},

for αi, δi, λji ∈ Fq2 . Let α ∈ F∗
q2 be such that α+αq = 1 and α /∈ Fq. It is easy to verify existence

of such α for q ∈ {2, 3, 5} by computation.

The three subcases we consider correspond to the following situations: when m = r > 0, m >
r > 0, andm ≥ r = 0 respectively. We exhibit a ∈ SUn(q, fβ1) such that S̃∩Sa ≤ Z(GUn(q, fβ1))
in each subcase. We provide detailed proof only for Case (3.3).

Case (3.1). Let m = r > 0, so l ≤ 2 and l = 2 if and only if dimU1 = 1, so ζ = 1 and
U1 = ⟨x1⟩. If n ≥ 3ν + 1, then r ≥ ν (recall that 2 ≤ ν ≤ 4). For smaller n, Theorem B1 is
verified by computation, so we assume r ≥ ν.

We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a =

r∑
s=2

fs + e1 + (v1 − αf1) + x1 − αf1; (f1)a = f1

(ei)a = ei − f1 + (vi − αfi); (fi)a = fi; i ∈ {2, . . . , ν}
(ei)a = ei − f1; (fi)a = fi; i ∈ {ν + 1, . . . , r}
(x1)a = x1 − f1; (vi)a = vi − fi; i ∈ {1, . . . , ν}

and a stabilises all other vectors in β1. Here the underlined part is in the formula only if ζ = 1
and x1 is as in Remark 4.8. It is routine to check that det(a) = 1 and a is an isometry of (V, f),

so a ∈ SUn(q, fβ1). Moreover, S̃ ∩ Sa ≤ Z(GUn(q, fβ1)).
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Case (3.2). Assume that m > r > 0. Recall µ = 1 and Remark 4.6; thus, if ν = 2, then
m ≥ ν for n ≥ 6; if ν ∈ {3, 4}, then m ≥ ν for n ≥ 9. For smaller n, Theorem B1 is verified by
computation, so we assume m ≥ ν.

We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a =

m∑
s=n1+1

es + e1 + (v1 − αf1) + (x1 − αf1);

(f1)a = f1;

(ei)a = ei + (vi − αfi); i ∈ {2, . . . , ν}
(fi)a = fi; i ∈ {2, . . . , ν}
(ei)a = ei; i ∈ {ν + 1, . . . ,m}
(fi)a = fi − δ(i>n1)f1; i ∈ {ν + 1, . . . ,m}
(x1)a = x1 − f1;

(vi)a = vi − fi; i ∈ {1, . . . , ν}
and a stabilises all other vectors from β1. Here the underlined part is in the formula only if ζ = 1
and x1 is as in Remark 4.8. It is routine to check that det(a) = 1 and a is an isometry of (V, f),

so a ∈ SUn(q, fβ1). Moreover, S̃ ∩ Sa ≤ Z(GUn(q, fβ1)).

Case (3.3). Assume that r = 0. Recall µ = 1 and Remark 4.6; thus, if ν is 2, 3 or 4, then
m ≥ ν for n ≥ 6, 10 and 12 respectively. For smaller n, Theorem B1 is verified by computation,
so we assume m ≥ ν. Let U be one of {U1, ..., Ul−1} with maximum dimension. So we can
assume

U = U1 = ⟨f1, . . . , fd, x, ed, . . . , e1⟩
where d and x are defined as in (4.16).

Assume d = 1. We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a =

m∑
s=3

es + α†e2 + e1 + f2 − α†f1 + (v1 − αf1) + (x1 − αf1); (f1)a = f1;

(e2)a = e2 + (v2 − αf2); (f2)a = f2 − α−1f1;

(ei)a = ei + vi − αfi + αf1; (fi)a = fi − f1; i ∈ {3, . . . , ν}
(ei)a = ei; (fi)a = fi − f1; i ∈ {ν + 1, . . . ,m}
(x1)a = x1 − f1; (vi)a = vi − fi; i ∈ {1, . . . , ν}

and a stabilises all other vectors from β1. Here the underlined part is in the formula only if ζ = 1
and x1 is as in Remark 4.8. It is routine to check that det(a) = 1 and a is an isometry of (V, f),

so a ∈ SUn(q, fβ1). We claim that S̃ ∩ Sa ≤ Z(GUn(q)). Let φ ∈ S̃ ∩ Sa.
Observe that S stabilises U , so Sa stabilises Ua. Therefore,

((e1)a)φ =



m∑
s=3

αses + (α†)p
j
α2e2+α1e1 + α2f2 − (α†)p

j
α1f1+

+(

ν∑
i=1

λ1ivi)− α1α
pjf1) + δ1x1 − α1α

pj−1f1

η1(e1)a+ µr+1(fr+1) + λx.
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Thus, {
η1 = α1 = α2 = (α†)p

j−1α2 = α3 = . . . = αm = λ11 = δ1

λ12 = . . . = λ1ν = 0.

Hence αpj−1 = 1 and j = 0. The same argument for ((ei)a)g with i = r + 2, . . . , r + ν shows
that λii = α1 for i ∈ {1, . . . , ν} and λij = 0 for i ̸= j. Therefore, g is scalar by Remark 4.8.

Assume d ≥ 2. We claim that there exists a ∈ SUn(q, fβ1) such that

(e1)a =
m∑

s=d+1

es + e1 + (v1 − αf1) + (x1 − αf1); (f1)a = f1;

(v1)a = v1 − f1 − αqf2;

(e2)a = e2 + αv1 − αf1 + v2 − 2 · αf2; (f2)a = f2;

(v2)a = v2 − f2;

(ei)a = ei + vi − αfi + δi>dαf1; (fi)a = fi − δi>df1; i ∈ {3, . . . , ν}
(ei)a = ei; (fi)a = fi − δi>df1; i ∈ {ν + 1, . . . ,m}
(x1)a = x1 − f1; (vi)a = vi − fi + δi>df1; i ∈ {3, . . . , ν}

and a stabilises all other vectors from β1. Here the underlined part is in the formula only if
ζ = 1 and x1 is as in Remark 4.8; δi>d is 1 if i > d and 0 otherwise. It is routine to check that
det(a) = 1 and a is an isometry of (V, f), so a ∈ SUn(q, fβ1).We claim that S̃∩Sa ≤ Z(GUn(q)).

Let φ ∈ S̃ ∩ Sa.
Observe that S stabilises U , so Sa stabilises Ua. Therefore, ((e1)a)φ is

m∑
s=d+1

αses + α1e1 + (
ν∑

i=1

λ1ivi)− α1α
pjf1 + δ1x1 − α1α

pj−1f1

and

((e1)a)φ =

d∑
i

ηi(ei)a+

d∑
i

µi(fi) + λx.

Since ηi(ei)a for i > 1 has ηi as a coefficient for ei with respect to β1 and ((e1)a)φ has 0 as these
coefficients in the first line of the formula above, ηi = 0 for all i > 1. The same arguments for
µi and λ shows that λ = 0 and µi = 0 for i > 1. Thus,{

η1 = α1 = αd+1 = . . . = αm = λ11 = δ1

λ12 = . . . = λ1ν = 0.

So g stabilises ⟨v1⟩ and its orthogonal complement ⟨v2, . . . , vν⟩ in ⟨v1, . . . , vν⟩. In particular
λi1 = 0 for i ∈ {2, . . . , ν}. Recall that α1 = α2, since d ≥ 2. Consider

((e2)a)φ =

{
α1e2 + αpjλ11 − αpjα1f1 + (

∑ν
i=2 λ2ivi)− 2 · α1α

pjf1∑d
i ηi(ei)a+

∑d
i µi(fi) + λx.

The same arguments as above show that{
α1 = αpj−1λ11 = λ22

λ23 = . . . = λ2ν = 0.
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Hence αpj−1 = 1 and j = 0. The same argument for ((ei)a)g with i = 3, . . . , ν shows that

λii = α1 for i ∈ {1, . . . , ν} and λij = 0 for i ̸= j. Therefore, g is scalar and S̃ ∩Sa ≤ Z(GUn(q)).

Hence in all cases there exist four conjugates of S in G which intersect in a group of scalars,
except when

(n, q) = (5, 2) with k = l = 1, n1 = 1, n2 = 3.

Here bS(S · SUn(q)) = 5 and RegS(S ·GUn(q), 5) ≥ 5 are verified by computation. This already
arises in Case (3.1). This concludes the proof of Theorem 4.5. □

Theorem B1 now follows by Lemma 4.2 and Theorems 4.4 and 4.5.

5. General case: symplectic groups

We prove Theorems C1 and C2 in Sections 5.1 and 5.2 respectively.

5.1. Solvable subgroups contained in ΓSpn(q). As we mentioned in the introduction, it so
more convenient to work with ΓSpn(q) instead of PΓSpn(q) to prove Theorem C1. So, in this
section S is a maximal solvable subgroup of ΓSpn(q) where n ≥ 4. Our goal is to prove Theorem
C1 which we reformulate in the following equivalent way.

Theorem C1. Let n ≥ 4. If S is a maximal solvable subgroup of ΓSpn(q), then bS(S ·Spn(q)) ≤
4, so RegS(S · Spn(q), 5) ≥ 5.

If (n, q) = (4, 2), then Theorem C1 is verified by computation.

Lemma 5.1. Let Let n ≥ 2 and q = pf where p is prime and f > 1. Denote M = S ∩GSpn(q).
If S stabilises no non-zero proper subspace of V , then there exist y, z ∈ Spn(q) such that M ∩
My ∩M z ≤ Z(GSpn(q)).

Proof. If M ≤ GSpn(q) is irreducible, then such y, z exist by Theorem 3.22.
Assume that M is reducible. Hence there exists 0 < U1 < V of dimension m such that

(U1)M = U1 and U1 is Fq[M ]-irreducible. Let φ ∈ S be such that Mφ is a generator of S/M ,
so |Mφ| = |S : M | = r. Let Ui = U1φ

i−1 for i ∈ {1, . . . , r}. By Lemma 2.5, M is completely
reducible stabilising each subspace of the decomposition

V = U1 ⊕ . . .⊕ Uk; k = n/m.

In particular, φ permutes the Ui cyclically and k divides |S :M |.
If m = 1, then M is abelian and the lemma follows by Theorem 2.10. So further we assume

m ≥ 2. Let us fix q and consider a minimal counterexample (n, S). So n is the smallest integer
such that GSpn(q) is not solvable and ΓSpn(q) has a maximal solvable subgroup S stabilising
no non-zero proper subspaces of V , M = S ∩GSpn(q) is reducible and bM (M · Spn(q)) > 3.

If V is Fq[M ]-homogeneous, then M stabilises each of the Vi in a decomposition V = V1 ⊕
. . .⊕ Vk as in Lemma 2.6 and all the Vi are irreducible Fq[M ]-submodules of V by [1, (5.2) and
(5.3)]. Let Hi be the restriction of M on Vi. The lemma now follows by the proof of Theorem
3.22.

Now assume that V is not Fq[M ]-homogeneous, so, by Lemma 2.6, S stabilises a decomposition
of V = V1 ⊕ . . .⊕ Vk as in Lemma 2.6 and all the Vi are Fq[M ]-submodules of V .

First, assume that k = 2 and the Vi are totally isotropic. Hence there exist y1, z1 ∈ SL(V1)
such that H1 ∩Hy1

1 ∩Hz1
1 ≤ Z(GL(V1)) by Theorem 2.11 and Lemma 2.12. Now y, z ∈ Spn(q)

such that M ∩My ∩M z ≤ Z(GSpn(q)) exist by the proof of Theorem 3.22 (Case 2).
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Now assume that either k ≥ 2 and the Vi are non-degenerate or k ≥ 4 and the Vi are totally
isotropic. Hence S stabilises the decomposition (and M stabilises each of its summands)

V =W1⊥ . . .⊥Wt

where t = k andWi = Vi if the Vi are non-degenerate and t = k/2 andWi = V2i−1⊕V2i otherwise.
Since S stabilises no non-zero proper subspaces of V , the stabiliser ofWi in S induces a subgroup
Si ≤ ΓSpn/t(q) that stabilises no non-zero proper subspaces of Wi. Let Hi be Si ∩ GSpn/t(q).

Note that since f > 1, the situation where n/t = 2 and q ∈ {2, 3, 5} is not possible. So, by
Theorem 3.22 and since (n, S) is a minimal counterexample, there exist yi, zi ∈ Spn/t(q) such
that

Hi ∩Hyi
i ∩Hzi

i ≤ Z(GSpn/t(q)).

Hence y, z ∈ Spn(q) such that M ∩My ∩M z ≤ Z(GSpn(q)) exist by the proof of Theorem 3.22
(Case 1). □

Theorem 5.2. Theorem C1 holds if S stabilises no non-zero proper subspaces of V .

Proof. If f = 1, then the theorem follows by Theorem 3.22, so we assume f > 1. It follows by
[12, Theorem 1.1] unless S lies in a maximal subgroup H of S · Spn(q) such that the action of
S · Sp4(q) on right cosets of H is a standard action. Hence one of the following holds (see [12,
Definition 2.1] and [12, Table 1]):

(a) q = 2f and H is of type Oϵ
n(q);

(b) n = 4 and H is the stabiliser of a decomposition V = V1⊥V2 with non-degenerate Vi of
dimension 2;

(c) n = 4 and H is the normaliser in ΓSp4(q) of a field extension of the field of scalar
matrices.

First, assume that (a) holds, so q = 2f with f > 1 and H is a group of semisimilarities of V
with respect to a non-degenerate quadratic form Q : V → V. Let fQ be defined by

fQ(u, v) = Q(u+ v)−Q(u)−Q(v) for all u, v ∈ V. (5.1)

By [30, Table 4.8.A], fQ = f . By [30, Proposition 2.5.3], there exists a basis

β = {f1, . . . , fm, e1, . . . , em}
as in Lemma 2.2 such that

• if ϵ = +, then Q(fi) = Q(ei) = 0 for i ∈ {1, . . . ,m};
• if ϵ = −, then Q(fi) = Q(ei) = 0 for i ∈ {1, . . . ,m− 1}, Q(fm) = µ and Q(em) = 1.

Here µ ∈ F∗
q is such that the polynomial x2 + x+ µ is irreducible over Fq.

By Theorem 3.22, there exist x, y ∈ Spn(q) such that

S ∩ Sx ∩ Sy ∩GSpn(q) ≤ Z(GSpn(q)).

Therefore, by Lemma 2.9, we may assume that if φ ∈ S ∩Sx ∩Sy, then φ = (ϕβ)
j ·λIn for some

λ ∈ F∗
q and j ∈ {0, 1, . . . , f − 1}.

Let θ be a generator of F∗
q and let z ∈ Spn(q) be defined as follows:

(e1)z = e1 + θf1; (f1)z = f1;

(ei)z = ei; (fi)z = fi for i ∈ {2, . . . ,m}.
Notice that Hz consists of semisimilarities of V with respect to the quadratic form Q1 defined

by the rule Q1(v) = Q((v)z−1) for all v ∈ V. Let us show that if φ ∈ S ∩Sx ∩Sy is not a scalar,
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then it is not a semisimilarity with respect to Q1. Indeed, if φ is a semisimilarity with respect
to Q1, then

Q1((e1 + θf1)φ) = δQ1(e1 + θf1)
σ (5.2)

for some λ ∈ F∗
q and σ ∈ Aut(Fq). Observe

Q1(e1 + θf1) = Q((e1 + θf1)z
−1) = Q(e1) = 0.

On the other hand

Q1((e1 + θf1)φ) = Q1(λ(e1 + θp
j
f1))

= λ2Q1(e1 + θp
j
f1)

= λ2Q((e1 + θp
j
f1)z

−1)

= λ2Q((e1 + θf1)z
−1 + ((θp

j − θ)f1)z
−1)

= λ2Q(e1 + (θp
j − θ)f1)

= λ2(θp
j − θ).

The last equality is obtained using (5.1). Hence (5.2) holds only if j = 0 and φ is scalar.
Therefore, S ∩ Sx ∩ Sy ∩ Sz ≤ Z(GSpn(q)).

Now assume that (b) holds, so S stabilises a decomposition V = V1⊥V2 with Vi = ⟨ei, fi⟩,
where β = {e1, f1, e2, f2} with ei and fi as in (2.4). Let y, z ∈ Sp4(q) be as in Case 1b of the
proof of Theorem 3.22. Denote (Vi)y and (Vi)z by Wi and Ui respectively for i ∈ {1, 2}. Let θ
be a generator of F∗

q and let a ∈ Sp4(q, fβ) be
1 0 0 0
0 1 θ 0
0 0 θ 0
0 1 0 θ−1

 .

Consider φ ∈ S ∩ Sy ∩ Sz ∩ Sa, so φ = ϕjg with j ∈ {0, 1, . . . , f − 1} and g ∈ GSp4(q, fβ) by
Lemma 2.7. By Case 1b of the proof of Theorem 3.22, φ stabilises Vi, Wi and Ui for each
i. Therefore, φ stabilises ⟨e1⟩ = V1 ∩ U1, ⟨f1⟩ = V1 ∩ W1, ⟨e2⟩ = V2 ∩ W2. So φ stabilises
⟨f1 + e2⟩ ⊆ (V1)z and ⟨f1 + θe2⟩ ⊆ (V1)a. Let (e1)g = λ1e1, (f1)g = λ2f1 and (e2)g = λ3e2.

Therefore, (f1 + e2)φ = λ2f1 + λ3e2 and λ2 = λ3. Also, (f1 + θe2)φ = λ2f1 + θp
j
λ3e2, so

θp
j−1 = 1 and j = 0. In particular, S ∩ Sy ∩ Sz ∩ Sa ≤ M ∩My ∩M z. Therefore, φ is scalar

since M ∩My ∩M z ≤ Z(GSp4(q)) by Case 1b of the proof of Theorem 3.22.

Finally, assume that (c) holds, so S lies in the normaliser in ΓSp4(q) of a field extension of the
field of scalar matrices. Thus, S ≤ R = GL2(q

2) ⋊ ⟨ψ⟩ and M ≤ GL2(q
2).2 = GL2(q

2) ⋊ ⟨ψf ⟩
where ψ2 = ϕ and ψf ∈ GSp4(q). For q ≤ 3 the theorem is verified by computation, so we
assume q ≥ 4.

Assume that M lies in the normaliser in R of a Singer cycle of GL2(q
2). By [5, Lemma 3.12],

there exists x ∈ SL2(q
2) ≤ Sp4(q) such that

S ∩ Sx ≤ GL2(q
2).2 ≤ GSp4(q),

so S ∩ Sx ≤M. By Lemma 5.1, there exist y, z such that M ∩My ∩M z ≤ Z(GSp4(q)), so

(S ∩ Sx) ∩ Sy ∩ Sz ≤ Z(GSp4(q)).
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Assume that M does not lie in the normaliser in R of a Singer cycle of GL2(q
2) and let

M1 =M ∩GL2(q). By Theorem 2.11, there exists x ∈ SL2(q
2) such that M1∩Mx

1 ≤ Z(GL4(q)).
Hence S ∩Sx ≤ Z(GL2(q

2))⋊ ⟨ψ⟩. Let N be S ∩Sx. So |N/Z(GSp4(q))| divides (q+1) · 2f and

A = |N/Z(GSp4(q)) ∩ PGSp4(q)| (5.3)

divides (q + 1) · 2f .
We claim that Q̂((N · Sp4(q)/Z(GSp4(q)), 2) < 1 where Q̂(G, c) is as in (2.10). Denote

N/Z(GSp4(q)) by H. By Lemma 2.18, if x1, . . . , xk represent distinct G-classes such that∑k
i=1 |xGi ∩H| ≤ A and |xGi | ≥ B for all i ∈ {1, . . . , k}, then

m∑
i=1

|xGi | · fpr(xi)c ≤ B · (A/B)c.

We take A as in (5.3) since A ≥ |H|. The proof of Lemma 3.9 implies that ν(g) ≥ n/2 = 2
for g ∈ N ∩ GSp4(q). For elements in PGSp4(q) of prime order with s = ν(x) ∈ {2, 3} we
use (2.12) as a lower bound for |xGi |. If x ∈ H\PGSp4(q) has prime order, then we use the
corresponding bound for |xG| in [9, Corollary 3.49]. We take B to be the smallest of these

bounds for |xGi |. Such A and B are sufficient to obtain Q̂((N · Sp4(q)/Z(GSp4(q)), 2) < 1 for
q > 4. Hence bS(S · SU4(q)) ≤ 4. For q = 4 the statement is verified by computation. □

Theorem 5.3. Theorem C1 holds for q ̸∈ {2, 3, 5} if S stabilises a non-zero proper subspace of
V .

Proof. The proof proceeds in two steps. In Step 1 we obtain three conjugates of S such that
elements of their intersection have special shape. In Step 2 we find a fourth conjugate of S
such that the intersection of the four is a group of scalars.

Step 1. This is similar to the first step of the proof of Theorem B1. Fix a basis β of (V, f)
as in Lemma 2.8, so fβ is as in (2.7) and elements of S take shape ϕjg with g as in (2.8) and
j ∈ {0, 1, . . . , f − 1}. We consider S as a subgroup of ΓSpn(q, fβ) and let M = S ∩GSpn(q, fβ).
We obtain three conjugates of S such that their intersection consists of elements ϕjg where g is
diagonal with respect to β.

Let γi be as in Lemma 2.8. Let x be the matrix

In1

...
Ink

Ink+1

. . .
Ink+l

−Ink

...
−In1


. (5.4)

Observe that xfβx
⊤ = fβ, so x ∈ Spn(q, fβ). It is easy to see that if g ∈M, so it has shape (2.8),

then gx has shape (5.6).
Therefore, by Theorem 2.11 and Lemmas 2.12, 4.1 and 5.1, there exist yi, zi ∈ GLni(q) for

i = 1, . . . , k and yi, zi ∈ Spni
(q) for i ∈ {k + 1, . . . , k + l} such that

γi(M) ∩ γi(M)yi ∩ (γi(M)†)zi ≤ Z(GLni(q)) for i ∈ {1, . . . , k};
γi(M) ∩ γi(M)yi ∩ γi(M)zi ≤ Z(GLni(q)) for i ∈ {k + 1, . . . , k + l}.

(5.5)
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

γ1(g) 0 0

∗ . . .

∗ ∗ γk(g)
∗ . . . ∗ γk+1(g) 0

∗ . . . ∗ . . .

∗ . . . ∗ 0 γk+l(g)

∗ . . . ∗ τ(g)γk(g)
† 0

∗ . . . ∗ ∗ . . .

∗ . . . ∗ ∗ ∗ τ(g)γ1(g)
†


(5.6)

Denote by y and z the block-diagonal matrices

diag[y†1, . . . , y
†
k, yk+1, . . . , yk+l, yk, . . . , y1] and

diag[z†1, . . . , z
†
k, zk+1, . . . , zk+l, zk, . . . , z1]

(5.7)

respectively. It is routine to check that y, z ∈ Spn(q, fβ).
Therefore, if g ∈M ∩Mxz, then g is the block-diagonal matrix

diag[τ(g)g†1, . . . , τ(g)g
†
k, gk+1, . . . , gk+l, gk, . . . , g1], (5.8)

where gi ∈ γi(M) ∩ (γi(M)†)zi for i ∈ {1, . . . , k + l}.
Thus, if g ∈M ∩My ∩Mxz, then g has shape (5.8) where

gi ∈ γi(M) ∩ γi(M)yi ∩ (γi(M)†)zi ≤ Z(GLni(q)) for i ∈ {1, . . . , k};
gi ∈ γi(M) ∩ γi(M)yi ∩ γi(M)zi ≤ Z(Spni

(q)) for i ∈ {k + 1, . . . , k + l}.

In particular, g is

diag[τ(g)α†
1In1 , . . . , τ(g)α

†
kInk

, αk+1Ink+1
, . . . , αk+lInk+l

, αkInk
, . . . , α1In1 ], (5.9)

where αi ∈ Fq for i ∈ {1, . . . , k + l} and α†
i = α−1

i for i ∈ {1, . . . , k}. By Lemma 2.9, we can

assume that elements in γi(S) ∩ γi(S)yi ∩ (γi(S)
†)zi for i ≤ k and in γi(S) ∩ γi(S)yi ∩ (γi(S))

zi

for i > k have shape ϕjgi with gi ∈ Z(GLni(q)). Thus, if φ ∈ S ∩ Sy ∩ Sxz, then φ = ϕjβg with

g as in (5.9). Denote S ∩ Sy ∩ Sxz by S̃.

Step 2. We now find a fourth conjugate of S such that its intersection with S̃ lies in Z(GSpn(q)).
Recall that β is such that fβ is as in (2.7). Therefore,

β = β(1,1) ∪ . . . ∪ β(1,k) ∪ βk+1 ∪ . . . ∪ βk+l ∪ β(2,1) ∪ . . . ∪ β(2,k),

where

β(1,i) = {f i1, . . . , f ini
} for i ∈ {1, . . . , k};

β(2,i) = {ei1, . . . , eini
} for i ∈ {1, . . . , k};

βi = {f i1, . . . , f ini/2
, ei1, . . . , e

i
ni/2

} for i ∈ {k + 1, . . . , k + l},
(5.10)
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and (f ji , e
j
i ) = 1 for all i, j. All other pairs of vectors from β are orthogonal. For simplicity we

relabel vectors f ji in β in the order they appear in β using just one index, so f ji becomes

f
(
∑j−1

t=0 nt+i)
if j ≤ k + 1;

f
(
∑k

t=0 nt+
∑j−1

t=k+1(nt/2)+i)
if j > k + 1.

We relabel the eji such that (fi, ei) = 1.

If φ ∈ S̃, so φ = ϕjg with g as in (5.9), then let δi ∈ Fq be such that (ei)g = δiei for
i ∈ {1, . . . , n/2} (so δi is some αj from (5.9)). Let θ be a generator of F∗

q .
The remainder of the proof splits into two cases: when k ≥ 1 and k = 0. In each we show

that bS(S · SUn(q)) ≤ 4.

Case 1. Let k ≥ 1. This step splits into two subcases. In the first ni = 1 for all i ∈ {1, . . . , k};
in the second there exists i ∈ {1, . . . , k} such that ni ≥ 2.

Case (1.1). Let ni = 1 for all i ∈ {1, . . . , k}. We redefine y in (5.7) to be

diag[A†, yk+1, . . . , yk+l, A]

where

A =


1 0 0 . . . 0
0 1 0 . . . 0

. . .

0 . . . 0 1 0
1 . . . . . . 1 1

 .

It is easy to see that y ∈ Spn(q, fβ). Let x, z ∈ Spn(q, fβ) be as in Step 1, so φ ∈ S̃ has shape
ϕjg with g as in (5.9). Since S stabilises ⟨e1⟩, Sy stabilises ⟨e1⟩y = ⟨e1 + . . .+ ek⟩. Therefore,

((e1)y)φ = (e1 + . . .+ ek)φ
jg = α1e1 + . . .+ αkek = λ(e1 + . . .+ ek)

for some λ ∈ F∗
q , so α1 = . . . = αk.

Assume k ≥ 2. Consider a ∈ GLn(q) such that

(e1)a =

n/2∑
i=3

ei + e1 + θe2 + f1; (f1)a = f1;

(e2)a = e2; (f2)a = f2 − θf1;

(ei)a = ei; (fi)a = fi − f1; i ∈ {3, . . . , n/2}.

It is routine to check that a is an isometry of (V, f), so we can consider a as an element of

Spn(q, fβ). We claim that S̃ ∩Sa ≤ Z(GSpn(q, fβ)). Let φ = ϕjg ∈ S̃ ∩Sa. Since S stabilises the
subspace ⟨e1⟩, Sa stabilises ⟨e1⟩a. Therefore,

((e1)a)φ =

{∑n/2
i=m+1 δiei + α1e1 + θp

j
α1e2 + τ(g)α†

1f1

λ(e1)a

for some λ ∈ Fq. Hence

α1 = θp
j−1α1 = τ(g)α†

1 = δm+1 = . . . = δn/2.

Therefore, j = 0, α1 = . . . = αk+l and αi = τ(g)α†
i for all i, so g is scalar and S̃ ∩ Sa ≤

Z(GSpn(q, fβ)).
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Assume k = 1, so l ≥ 1 (otherwise n = 2) and {f2, e2} ⊆ βk+1. In particular, if φ = ϕjg ∈ S̃,
then (f2)g = (e2)g = α2. Consider a ∈ GLn(q) such that

(e1)a =

n/2∑
i=3

ei + e1 + θe2 + f2; (f1)a = f1;

(e2)a = e2 + f1; (f2)a = f2 − θf1;

(ei)a = ei; (fi)a = fi − f1; i ∈ {3, . . . , n/2}.
It is routine to check that a is an isometry of (V, f), so we can consider a as an element of

Spn(q, fβ). The arguments similar to ones for k ≥ 2 show that S̃ ∩ Sa ≤ Z(GSpn(q, fβ)).

Case (1.2). Denote r :=
∑k

i=1 ni. Let ni ≥ 2 for some i ≤ k, so δs = δs+1 for some s < r.
Consider a ∈ GLn(q) such that

(es)a = fs + θfs+1 +

n/2∑
i/∈{s,s+1}

fi + es; (fs)a = fs;

(es+1)a = es+1 + θfs; (fs+1)a = fs+1;

(ei)a = ei + fs; (fi)a = fi; i ∈ {3, . . . , n/2}\{s, s+ 1}.

It is routine to check that a is an isometry of (V, f), so we can consider a as an element of

Spn(q, fβ). The arguments similar to ones in Case (1.1) show that S̃ ∩ Sa ≤ Z(GSpn(q, fβ)).

Case 2. Let k = 0, so l ≥ 2. Denote s := n1/2. Hence {fs+1, es+1} ⊆ β2. In particular, if

φ = ϕjg ∈ S̃, then (fs+1)g = (es+1)g = α2. Consider a ∈ GLn(q) such that

(e1)a =

n/2∑
i=s+1

ei + e1 + θfs+1; (f1)a = f1;

(es+1)a = es+1 + θf1; (fs+1)a = fs+1 − f1;

(ei)a = ei; (fi)a = fi; i ∈ {2, . . . , n1/2}.
(ei)a = ei; (fi)a = fi − f1; i ∈ {s+ 2, . . . , n/2}.

It is routine to check that a is an isometry of (V, f), so we can consider a as an element of

Spn(q, fβ). The arguments similar to ones in Case (1.1) show that S̃∩Sa ≤ Z(GSpn(q, fβ)). □

We have now proved Theorem C1 for q ̸∈ {2, 3, 5}.

Remark 5.4. Equation (5.5) does not always hold for q ∈ {2, 3, 5}. In particular, it does not
hold in each of the following cases:

(a) γi(S) ≤ GL2(q) for i ∈ {1, . . . , k}. Here γi(S) = GL2(q) for q ∈ {2, 3} and γi(S) is S in
(2) of Theorem 3.22 for q = 5.

(b) γi(S) ≤ GSp2(q) for i ∈ {k+ 1, . . . , k+ l}. Here γi(S) = GL2(q) for q ∈ {2, 3} and γi(S)
is S in (2) of Theorem 3.22 for q = 5.

(c) q ∈ {2, 3}, γi(S) is the stabiliser in GSp4(q) of the decomposition V = V1⊥V2 with V1 and
V2 non-degenerate of dimension 2 for i ∈ {k+1, . . . , k+l}. Recall that βi = {f i1, f i2, ei1, ei2}
and let Vr = ⟨f ir, eir⟩ for r = 1, 2.

The following two lemmas are verified by computation. Let Q, R and T be γi(S) from (a),
(b) and (c) of Remark 5.4 respectively (so they depend on q).
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Lemma 5.5. Let q ∈ {2, 3, 5}, S ≤ Spn(q) is a maximal solvable subgroup and β is a basis of V
as in Lemma 2.8, so matrices in S have shape (2.8). Specifically, let one of the following hold:

• k = 0, l = 2, q ∈ {2, 3, 5}, γi(S) is R for both i = 1, 2, so n = 4;
• k = 0, l = 2, q ∈ {2, 3}, γi(S) is T for both i = 1, 2, so n = 8;
• k = 0, l = 2, q ∈ {2, 3}, γ1(S) is R, γ2(S) is T , so n = 6;
• k = 1, l = 1, q ∈ {2, 3, 5}, γ1(S) is Q, γ2(S) is R, so n = 6;
• k = 1, l = 1, q ∈ {2, 3}, γ1(S) is Q, γ2(S) is T , so n = 8;
• k = 2, l = 0, q ∈ {2, 3, 5}, γi(S) is Q, for both i = 1, 2, so n = 8;
• k = 1, l = 0, q = 5, γ1(S) is Q, so n = 4.

Then there exist y, z ∈ Spn(q) such that

S ∩ Sy ∩ Sz ≤ Z(Spn(q)).

Lemma 5.6. Let q ∈ {2, 3}, let S ≤ Sp4(q) be a maximal solvable subgroup and let β be a basis
of V as in Lemma 2.8, so matrices in S have shape (2.8).

(1) Let k = 0, l = 1 and let S = T . If q = 3, then there exist y, z ∈ Sp4(3) such that

S ∩ Sy ∩ Sz =

〈
2I4,

(
1 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1

)〉
.

For instance,

y =

(
0 1 2 1
2 2 1 0
0 0 2 1
0 0 2 0

)
, z =

(
0 2 0 2
0 0 2 0
0 0 1 2
1 1 1 1

)
.

(2) Let k = 1, l = 0 and γ1(S) = Q = GL2(q). If q = 3, then there exist y, z ∈ Sp4(3) such
that

S ∩ Sy ∩ Sz =

〈(
1 0 0 0
1 2 0 0
0 0 1 1
0 0 0 2

)
,

(
2 2 0 0
2 1 0 0
0 0 2 2
0 0 2 1

)〉
.

For instance,

y =

(
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

)
, z =

(
2 1 0 0
1 0 2 2
2 0 1 2
1 2 1 1

)
.

(3) If q ∈ {2, 3}, then, in both (1) and (2), there exist y, z, v ∈ Spn(q) such that

S ∩ Sy ∩ Sz ∩ Sv = Z(Spn(q)).

Theorem 5.7. Theorem C1 holds for q ∈ {2, 3, 5} if S stabilises a non-zero proper subspace of
V .

Proof. Notice that ΓSpn(q) = GSpn(q). As in the case q > 3, in Step 1 we obtain three
conjugates of S in S · Spn(q) such that their intersection consists of diagonal matrices and
matrices which have few non-zero entries not on the diagonal. In Step 2 we find a fourth
conjugate of S such that the intersection of the four is a group of scalars.

Step 1. We commence with a technical definition.

Definition 5.8. Let β = {v1, . . . , vn} be a basis of a vector space V over a field F. Let
g ∈ GL(V ), so gβ ∈ GLn(F). We label the rows and columns of gβ by corresponding basis

vectors, so the i-th row (column) is labelled by vi. If β̂ is a subset of β, then the restriction

ĝβ of gβ to β̂ is the matrix in GL|β̂|(F) obtained from gβ by taking only the entries lying

on the intersections of rows and columns labelled by vectors in β̂. If h ∈ GL|β̂|(F), then the
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(h, β̂)-replacement of gβ is the matrix obtained from gβ by replacing the entries lying on the

intersections of rows and columns labelled by vectors in β̂ by corresponding entries of h.

For example, if n = 4, β = {v1, v2, v3, v4}, β̂ = {v2, v4},

g =


g11 g12 g13 g14
g21 g22 g23 g24
g31 g32 g33 g34
g41 g42 g43 g44

 and h =

(
h11 h12
h21 h22

)
,

then the restriction of g to β̂ and the (h, β̂)-replacement of g are

(
g22 g24
g42 g44

)
, and


g11 g12 g13 g14
g21 h11 g23 h12
g31 g32 g33 g34
g41 h21 g43 h22


respectively.

We claim that we can assume that there is at most one i ∈ {1, . . . , k + l} such that γi(S) is
one of the groups in Remark 5.4. Assume r < s are the only elements of {1, . . . , k + l} such

that γr(S) and γs(S) are as in Remark 5.4. Recall that β is as in (5.10). Let β̂ be βr ∪ βs if

r > k and β(1,r) ∪ βs ∪ β(2,r) if r < k. Consider g ∈ S and notice that its restriction ĝ to β̂ lies

in GSp|β̂|(q, fβ̂), where f
β̂
is the restriction of fβ to ⟨β̂⟩ with respect to the basis β̂. If Ŝ is the

group consisting of restrictions to β̂ for all g ∈ S, then, as is easy to see, Ŝ is one of the groups
in Lemma 5.5. For example, if g is as in (2.8), r = 1 and s = k+ l, then ĝ is constructed by the
dark gray blocks of the following matrix

τ(g)γ1(g)
† ∗ ∗ ∗ . . . ∗ ∗ ∗ ∗

. . .
. . .

0 τ(g)γk(g)
† ∗ ∗ ∗ . . . ∗ ∗

γk+1(g) 0 ∗ . . . ∗
. . .

. . .

0 γk+l(g) ∗ . . . ∗
γk(g) ∗ ∗

. . . ∗
0 0 γ1(g)


.

Let h ∈ Sp|β̂|(q, fβ̂) and let t be the (h, β̂)-replacement of In. It is routine to check that t ∈
Spn(q, fβ) and the restriction of gt to β̂ is ĝh. Let x be the matrix (5.4). Notice that if Ŝ, Ŝx

and x̂ are the restrictions of S, Sx and x to β̂ respectively, then Ŝx = Ŝx̂. Therefore, by Lemma
5.5, there exist ŷ, ẑ ∈ Sp|β̂|(q, fβ̂) such that

Ŝ ∩ Ŝx̂ŷ ∩ Ŝ ẑ ≤ Z(GSp|β̂|(q, fβ̂)).

For i ̸= r, s define yi and zi as in (5.5). Let y and z be the (ŷ, β̂)-replacement and (ẑ, β̂)-
replacement of matrices from (5.7) respectively. It is routine to check that y, z ∈ Spn(q, fβ).

Observe now that S̃ = S ∩ Sxy ∩ Sz is a group of diagonal matrices.
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If there is more than one such pair (r, s), then the same corrections of y and z for each pair
can be done. Therefore, we can assume that there is at most one s ∈ {1, . . . , k + l} such that
γs(S) is one of the groups in Remark 5.4. If there is no such s, then Step 2 of the proof of
Theorem 5.3 implies the theorem, so assume that such s exists. Hence, defining x to be the
matrix (5.4), y and z to be as in (5.7) where yi and zi are as in (5.5) for i ̸= s and ys = zs = Ins ,

we obtain that S̃ = S ∩ Sxy ∩ Sz consists of matrices of the following shape where αi ∈ F∗
q and

Λ ∈ γs(S). If s > k (so we may assume s = k + 1):

diag[τ(g)α1I1, . . . , τ(g)αkInk
,Λ, αk+2Ink+2

, . . . , αk+lInk+l
, αkInk

, . . . , α1I1]. (5.11)

If s ≤ k:

diag[τ(g)α1In1 , . . . , τ(g)αs−1Ins−1 , τ(g)Λ
†, τ(g)αs+1Ins+1 , . . . , τ(g)αkInk

,

αk+1Ink+1
, . . . , αk+lInk+l

,

αkInk
, . . . , αs+1Ins+1 ,Λ, αs−1Ins−1 , . . . , α1In1 ]. (5.12)

Step 2. Let s ∈ {1, . . . , k + l} be such that γs(S) is Q, R or T as defined after Remark 5.4.

Since the only diagonal matrix in Spn(2) is In, it is enough to obtain four conjugates of S
in Spn(2) such that their intersection is a group of diagonal matrices. Therefore, if γs(S) ∈
{GL2(2), Sp2(2) ≀ Sym(2)}, then by Lemma 5.6 and Theorem 3.22 using the construction in
Step 1 we obtain y, z, v ∈ Spn(q) such that

S ∩ Sy ∩ Sz ∩ Sv = {1}.

Hence for q = 2 we only need to consider the situation γs(S) = R.
We consider three distinct cases – when γs(S) is R, T and Q respectively.

Case 1. First assume γs(S) is R, so s > k. Without loss of generality, we can assume
s = k + 1. Let β be as in Step 2 of the proof of Theorem 5.3. Let r be such that restriction of
matrices from S to vectors {fr, er} is γs(S). We relabel vectors in β as follows:

• fr and er become f and e respectively;
• if i < r, then fi and ei remain fi and ei respectively;
• if i > r, then fi and ei become fi−1 and ei−1 respectively.

Therefore, since α† = α for α ∈ Fq with q ∈ {2, 3, 5}, a matrix g ∈ S̃ has shape (5.11) with

Λ =

(
λ1 λ2
λ3 λ4

)
.

We consider the following four subcases: (k ≥ 1, n1 ≥ 2), (k = 1, n1 = 1), (k ≥ 2, n1 = 1),
(k = 0, n1 ≥ 1).

Let k ≥ 1 and n1 ≥ 2. Now W = ⟨e1, . . . , en1⟩ is an S-invariant subspace. Let m = n1 and let
a ∈ GLn(q) be such that

(e1)a =

(n−2)/2∑
i=m+1

ei + e1 + e;

(f1)a = f1;

(e2)a =

(n−2)/2∑
i=m+1

ei + e2 + f − f1;
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(f2)a = f2;

(ej)a =

(n−2)/2∑
i=m+1

ei + ej ; j ∈ {3, . . . ,m} (5.13)

(fj)a = fj ; j ∈ {3, . . . ,m}
(ej)a = ej ; j ∈ {m+ 1, . . . , (n− 2)/2}

(fj)a = fj −
m∑
i=1

fi; j ∈ {m+ 1, . . . , (n− 2)/2}

(e)a = e+ f2;

(f)a = f − f1.

It is routine to check that a ∈ Spn(q, fβ). Consider g ∈ S̃ ∩ Sa. Since S stabilises the subspace
W , Sa stabilises (W )a. As in the proof of Theorem 5.3, let δi ∈ Fq be such that (ei)g = δiei for
i ∈ {1, . . . , (n− 1)/2}. Therefore,

((e1)a)g =

{∑(n−2)/2
i=m+1 δiei + α1e1 + λ3f + λ4e;

η1(e1)a+ . . .+ ηm(em)a
(5.14)

for some η1, . . . , ηm ∈ Fq. Observe that ((e1)a)g does not have ei for 1 < i ≤ m in the first line
of (5.14), so ((e1)a)g = η1(e1)a; thus λ2 = 0 and

λ4 = α1 = δm+1 = . . . = δ(n−2)/2.

The same argument for ((e2)a)g shows that λ2 = 0 and τ(g)α1 = λ1 = α1. Therefore, g = α1In,
so g ∈ Z(GSpn(q, fβ)).

Let k = 1 and n1 = 1. So ⟨e1⟩ is an S-invariant subspace of V . If n = 4, then Theorem C1 is
verified by computation. So we can assume that n > 4. Thus, l ≥ 2 and

W = ⟨f2 . . . , f(n−2)/2, e2, . . . , e(n−2)/2, e1⟩

is S-invariant. Let a ∈ GLn(q) be such that

(e1)a =

(n−2)/2∑
i=2

ei + e1 + e; (f1)a = f1;

(e2)a = e2 + f − f1; (f2)a = f2 − f1;

(ej)a = ej ; (fj)a = fj − f1; j ∈ {2, . . . , (n− 2)/2}
(e)a = e+ f2; (f)a = f − f1.

(5.15)

It is routine to check that a ∈ Spn(q, fβ). Consider g ∈ S̃ ∩ Sa. Since S stabilises the subspaces
⟨e1⟩ and W , Sa stabilises ⟨(e1)a⟩ and (W )a. Therefore,

((e1)a)g =

(n−2)/2∑
i=2

δiei + α1e1 + λ3f + λ4e = η(e1)a (5.16)

for some η ∈ Fq. Hence δ2 = . . . = δ(n−2)/2 = λ4 = α1 and λ3 = 0. In the same way

((e2)a)g =

{
δ2e2 + λ1f + λ2e− τ(g)α1f1;

η1(e1)a+
∑(n−2)/2

i=2 ηi(ei)a+
∑(n−2)/2

i=2 ξi(fi)a
(5.17)
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for some ηi, ξi ∈ Fq. Since ((e2)a)g does not have ei for i > 2 and fj for j > 1 in the first
line of (5.17), ((e2)a)g = η2(e2)a. Therefore, τ(g)α1 = λ1 = α1 and λ2 = 0, so g = α1In ∈
Z(Spn(q, fβ)).

Let k ≥ 2 and n1 = 1. So ⟨e1⟩ and W = ⟨e1, e2, . . . , e(n2/2+1)⟩ are S-invariant subspaces of

V . Let a be as in (5.15). Consider g ∈ S̃ ∩ Sa. Since S stabilises the subspaces ⟨e1⟩ and W ,
Sa stabilises ⟨(e1)a⟩ and (W )a. Therefore, (5.16) holds, so δ2 = . . . = δ(n−2)/2 = λ4 = α1 and
λ3 = 0. In the same way

((e2)a)g =

{
δ2e2 + λ1f + λ2e− α1f1;

η1(e1)a+
∑(n2/2+1)

i=2 ηi(ei)a
(5.18)

for some ηi ∈ Fq. Since ((e2)a)g does not have ei for i > 2 in the first line of (5.18), ((e2)a)g =
η2(e2)a. Therefore, λ1 = α1 and λ2 = 0, so g = α1In ∈ Z(GSpn(q, fβ)).

Let k = 0, so g ∈ S is a block-diagonal matrix with blocks in γi(S) ≤ GSpni
(q). Let W =

⟨f1, . . . , fn2/2, e1, . . . , en2/2⟩. If n = 4, then Theorem C1 follows by Lemma 5.5, so let n ≥
6. We can assume that n2 ≥ 4. Indeed, if ni = 2 for i ∈ {1, . . . , l}, then we can consider
S1 = diag[γ2(S), γ3(S)] ≤ diag[GSp2(q),GSp2(q)] as a subgroup in Sp4(q). By Lemma 5.5,
bS1(Sp4(q)) ≤ 3. We redefine γ2(g) to be diag[GSp2(q),GSp2(q)], so now n2 = 4. Let m = n2/2
and let a ∈ Spn(q, fβ) be defined by (5.13). Arguments similar to the case (k ≥ 1, n1 ≥ 2) imply
g ∈ Z(GSpn(q, fβ)).

Case 2. Let q = 3 and γs(S) is T as defined after Remark 5.4. Without loss of generality,
we can assume s = k+1. Let β be as in Step 2 of the proof of Theorem 5.3. Let r be such that
the restriction of matrices from S to vectors {fr, fr+1, er, er+1} is γs(S). We relabel vectors in
β as follows:

• fr, fr+1, er and er+1 become f , f0, e and e0 respectively;
• if i < r, then fi and ei remain fi and ei respectively;
• if i > r, then fi and ei become fi−2 and ei−2 respectively.

Let ys, zs ∈ Sp4(q) be such that γs(S) ∩ γs(S)ys ∩ γs(S)zs is as in (1) of Lemma 5.6. For i ̸= s

define yi and zi as in (5.5). Define y and x as in (5.7) and S̃ as in Step 1 of the proof of
Theorem 5.3.

Therefore, g ∈ S̃ has shape (5.11) with

Λ =

(
λ1 0 λ2 0
0 λ1 0 0
0 0 λ1 0
0 0 0 λ1

)
∈
〈
2I4,

(
1 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1

)〉
and λi ∈ F3 for i ∈ {1, 2}. Let W = ⟨e1, . . . , en1⟩ if k > 0 and

W = ⟨f1, . . . , fn1/2, e1, . . . , en1/2⟩

if k = 0. Letm = n1 forW totally singular andm = n1/2 forW non-degenerate. Let a ∈ GLn(q)
be such that

(e1)a =

(n−4)/2∑
i=m+1

ei + e1 + f + f1;

(f1)a = f1;

(ej)a =

(n−4)/2∑
i=m+1

ei + ej ; j ∈ {2, . . . ,m}
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(fj)a = fj ; j ∈ {2, . . . ,m}
(ej)a = ej ; j ∈ {m+ 1, . . . , (n− 4)/2} (5.19)

(fj)a = fj −
m∑
i=1

fi; j ∈ {m+ 1, . . . , (n− 4)/2}

(e)a = e+ f1;

(f)a = f ;

(e0)a = e0;

(f0)a = f0.

Here the underlined part is present only if W is totally isotropic. It is routine to check that
a ∈ Spn(q, fβ). Since S stabilises the subspace W , Sa stabilises (W )a. Therefore,

((e1)a)g =

{∑(n−4)/2
i=m+1 δiei + α1e1 + λ1f + λ2e+ τ(g)α1f1;∑m
i=1 ηi(ei)a+

∑m
i=1 ξi(fi)a

(5.20)

for some ηi, ξi ∈ Fq. Here all ξi = 0 if W is totally isotropic. Since ((e1)a)g does not have
ei for 1 < i ≤ m and fi for 1 ≤ i ≤ m (for W non-degenerate) in the first line of (5.20),
((e1)a)g = η1(e1)a, so λ2 = 0 and

α1 = τ(g)α1 = λ1 = δm+1 = . . . = δ(n−4)/2.

Therefore, g = α1In and g ∈ Z(GSpn(q, fβ)).

Case 3. Let q ∈ {3, 5} and γs(S) = Q, so s ≤ k. If k + l = 1, then Theorem C1 follows by
(3) of Lemma 5.6. Let β be as in Step 2 of the proof of Theorem 5.3. Let r be such that the
restriction of matrices of S to vectors {er, er+1} is γs(S). We relabel vectors in β as follows:

• fr, fr+1, er and er+1 become f , f0, e and e0 respectively;
• if i < r, then fi and ei remain fi and ei respectively;
• if i > r, then fi and ei become fi−2 and ei−2 respectively.

Let β̂ = {f, f0, e, e0} and let Ŝ be the group consisting of restrictions to β̂ of all g ∈ S. Let ŷ, ẑ ∈
Sp4(q) be such that Ŝ∩ Ŝ ŷ ∩ Ŝ ẑ is as in (2) of Lemma 5.6 if q = 3 and Ŝ∩ Ŝ ŷ ∩ Ŝ ẑ ≤ Z(GSp4(5))

if q = 5. Let y and z be the (ŷ, β̂)-replacement and (ẑ, β̂)-replacement of matrices from (5.7)

respectively. Recall that S̃ = S ∩ Sxy ∩ Sz where x is the matrix (5.4). If q = 5, then S̃ is a
group of diagonal matrices and Step 2 of the proof of Theorem 5.3 implies the theorem.

If q = 3, then g ∈ S̃ has shape (5.12) with

diag[τ(g)Λ†,Λ] =

(
λ1 λ2 0 0
λ3 λ4 0 0
0 0 λ5 λ6
0 0 λ7 λ8

)
∈
〈(

1 0 0 0
1 2 0 0
0 0 1 1
0 0 0 2

)
,

(
2 2 0 0
2 1 0 0
0 0 2 2
0 0 2 1

)〉

and λi ∈ F3 for i ∈ {1, . . . , 8}. Notice that if λ2 = λ6 = 0, then diag[τ(g)Λ†,Λ] is the scalar
matrix αIn with α ∈ F∗

3, so τ(g) = α2 = 1.
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Assume s > 1 and let W = ⟨e1, . . . , em⟩, where m = n1. Let a ∈ GLn(q) be such that

(e1)a =

(n−4)/2∑
i=m+1

ei + e1 + e+ f ; (f1)a = f1;

(ej)a = ej ; (fj)a = fj ; j ∈ {2, . . . ,m}
(ej)a = ej ; (fj)a = fj − f1; j ∈ {m+ 1, . . . , (n− 4)/2}
(e)a = e+ f1; (f)a = f − f1;

(e0)a = e0; (f0)a = f0.

It is routine to check that a ∈ Spn(q, fβ). Since S stabilises W , Sa stabilises (W )a. Therefore,

((e1)a)g =

{∑(n−4)/2
i=m+1 δiei + α1e1 + λ5e+ λ6e0 + λ1f + λ2f0;∑m
i=1 ηi(ei)a

(5.21)

for some ηi ∈ Fq. Since ((e1)a)g does not have ei for 1 < i ≤ m in the first line of (5.21),
((e1)a)g = η1(e1)a, so λ2 = λ6 = 0 and

α1 = λ1 = λ5 = δm+1 = . . . = δ(n−4)/2.

Therefore, g = α1In and g ∈ Z(GSpn(q, fβ)).
Assume s = 1 and let W = ⟨e, e0⟩. Let a ∈ GLn(q) be such that

(e)a = e+ f ; (f)a = f ;

(e0)a =

(n−4)/2∑
i=1

ei + e0; (f0)a = f0;

(ej)a = ej ; (fj)a = fj − f0; j ∈ {1, . . . , (n− 4)/2}.

It is routine to check that a ∈ Spn(q, fβ). Since S stabilises W , Sa stabilises (W )a. Therefore,

((e)a)g =

{
λ5e+ λ6e0 + λ1f + λ2f0;

η1(e)a+ η2(e0)a
(5.22)

for some η1, η2 ∈ Fq. Since ((e)a)g does not have ei for 1 ≤ i ≤ (n − 4)/2 in the first line of

(5.22), ((e)a)g = η1(e)a, so λ2 = λ6 = 0 and diag[τ(g)Λ†,Λ] is the scalar matrix λ1I4. In the
same way

((e0)a)g =

{∑(n−4)/2
i=1 δiei + λ1e0;

η1(e)a+ η2(e0)a
(5.23)

for some η1, η2 ∈ Fq. Since ((e0)a)g does not have e or f in the first line of (5.23), ((e)a)g =
η1(e)a, so λ1 = δi for i ∈ 1, . . . , (n− 4)/2 and g = λ1In ∈ Z(GSpn(q, fβ)) since τ(g) = 1. □

Theorem C1 now follows by Theorems 5.2, 5.3 and 5.7.

5.2. Solvable subgroups not contained in ΓSpn(q). If q = 2f , then Sp4(q) has a graph-field
automorphism ψ of order 2f ; see [19, §12.3] for details. If β is a basis of V as in Lemma 2.8,
then we can assume that ψ2 is ϕβ by [19, Proposition 12.3.3].

Theorem C2. Let q be even and let A = Aut(PSp4(q)
′). If S is a maximal solvable subgroup

of A, then bS(S · Sp4(q)′) ≤ 4, so RegS(S · Spn(q)′, 5) ≥ 5.
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Proof. For q = 2 the statement is verified by computation.
Assume q = 2f with f > 1. Let θ be a generator of F∗

q . By [30, Proposition 2.4.3], ∆ =
Sp4(q)× ⟨θI4⟩ where ∆ is as defined before Lemma 2.1. Therefore,

Aut(Sp4(q))
∼= Sp4(q)⋊ ⟨ψ⟩,

and we identify these two groups. Denote Γ := Sp4(q)⋊ ⟨ψ2⟩, so Γ = Sp4(q)⋊ ⟨ϕ⟩.
If S lies in Γ, then the statement follows by Theorem C1.
Assume that S does not lie in Γ, so S is in a maximal subgroup H of A not contained in Γ. For

a description of such maximal subgroups see [1, §14] and [7, Table 8.14]. If H is a non-subspace
subgroup, then the statement follows by [12, Theorem 1.1]. If H is a subspace subgroup, then
H is solvable by [7, Table 8.14], so S = H and bS(S · Sp4(q)) ≤ 3 by [14, Lemma 5.8]. □
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[34] M. Neunhöffer, F. Noeske, E. A. O’Brien, and R. A. Wilson. Orbit invariants and an application to the Baby
Monster. J. Algebra, 341:297–305, 2011.

[35] A. Seress. The minimal base size of primitive solvable permutation groups. J. London Math. Soc. (2),
53(2):243–255, 1996.

[36] M. W. Short. The primitive soluble permutation groups of degree less than 256, volume 1519 of Lecture Notes
in Mathematics. Springer-Verlag, Berlin, 1992.

[37] D. A. Suprunenko. Matrix groups. American Mathematical Society, Providence, R.I., 1976. Translated from
the Russian, Translation edited by K. A. Hirsch, Translations of Mathematical Monographs, Vol. 45.

[38] E. P. Vdovin. On the base size of a transitive group with solvable point stabilizer. J. Algebra Appl.,
11(1):1250015, 14, 2012. https://arxiv.org/abs/1011.4341.

[39] V. I. Zenkov. Intersections of abelian subgroups in finite groups. Mat. Zametki, 56(2):150–152, 1994.

Email address: a.a.baykalov@gmail.com

Department of Mathematics and Statistics, The University of Western Australia, Perth, Aus-
tralia

https://arxiv.org/abs/1011.4341

	Acknowledgements
	1. Introduction
	1.1. Main problem and results
	1.2. Methods and ideas.

	2. Definitions and preliminaries
	2.1. Classical forms and groups
	2.2. Miscellaneous results
	2.3. Fixed point ratios and elements of prime order

	3. Intersection of conjugate irreducible solvable subgroups
	3.1. Primitive and quasi-primitive subgroups
	3.2. Imprimitive irreducible subgroups

	4. General case: unitary groups
	Step 1
	Step 2
	Case 1.
	Case 2.
	Case 3.

	5. General case: symplectic groups
	5.1. Solvable subgroups contained in Spn(q).
	Step 1
	Step 2
	Case 1
	Case 2.
	5.2. Solvable subgroups not contained in Spn(q).

	References

